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Abstract — The topological network design of general service, finite waiting room, multi-server queueing networks is a complex optimization problem. Series, merge, and split topologies are examined using an approximation method to estimate the performance of these queueing networks and an iterative search methodology to find the optimal buffer allocation within the network. The coefficient of variation is shown to be a significant factor in the buffer allocation for multiple servers in uniform and bottleneck server networks. Extensive computational results are included to illustrate the symmetries and asymmetries in the buffer patterns which emerge from the series, merge, and splitting topologies.
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1 Motivation

MULTI-SERVER, open finite queueing networks occur throughout most physical systems such as manufacturing facilities, telecommunications, and transportation. Traditionally, many of the models presented have been the subject in manufacturing environments (Dallery and Gershwin, 1992). Even today, stochastic models are used to analyze and optimize such systems (see, for instance, Eklin et al., 2009). Consider the manufacturing example presented in Fig. 1 representing the conceptual design of an automotive assembly system (Spieckermann et al., 2000) where finite buffers are necessary to avoid breakdowns in one area of the plant and to decouple the assembly process. How one allocates the optimal buffers is the essential question for this assembly process.

Different types of operating systems could benefit from the application of the models presented in this article. As pointed out earlier in this section, we consider manufacturing facilities, telecommunications, and transportation, as the prime application areas. More specifically, manufacturing environments such as flow lines, or assembly lines as depicted in Fig. 1. Similarly, transportation infrastructures could be designed in such a way that the network flows are maximized taking into account congestion obtained via the queueing networks worked with in this paper (see, for instance, Cruz et al., 2008b). In telecommunications, one could consider the buffer allocation space in call centers, i.e. how many calls do we accept waiting such that a minimum number of serviced calls (or throughput) can be guaranteed. Slightly different are web applications which typically have a number of tiers which a request needs to traverse before finishing its processing. The Quality of Service (QoS) is often measured in terms of throughput (defined as the rate at which a service can process requests), next to server availability or response times (see Menasce, 2002). It is extremely important to identify this specific configuration that minimizes such an objective. Many of these application areas have a few things in common: (1) the performance is measured via the throughput rate which is hard to obtain in a closed-form equation; (2) this throughput is deteriorated due to significant variability in the service times and in the arrival rates; (3) the optimization involves a non-linear structure, making the problem in itself hard. In this research article,
we will confine ourselves to the general structure: a finite queueing network. Obviously, this could be replaced by any of the described systems, which then is modeled as a finite queueing network. Thus, making abstraction of the specific environment, wherever there is a flow of goods and uncertainty about the processing of these goods at the nodes of the network, then the allocation of resources to the processing of this flow results in a finite queueing network of system resources. The allocation of resources we are concerned about here includes the buffers and the order of the servers and their interaction. The question posed in this research is how we can effectively design and model these systems and accurately predict their performance measures.

1.1 Purpose

In this paper, we seek to characterize and optimize the topology of finite queueing systems. We seek properties that allow us to both model and optimize these systems and construct algorithms for their solution. This paper is an extension of previous work in which we only considered single-server, finite buffer systems (Smith and Cruz, 2005). As such, with multi-server systems, we need to see how multi-servers affect optimal buffer allocation and additionally how various topologies and systematic variations in the general service times coefficient of variation play out.

We are given a finite network $G(N, A)$ of a specified topology, with $N$ nodes and corresponding arc pairs with general service at the nodes and routing probabilities on the arcs. See Fig. 2 for a possible 3-d cubic example in $(x, y, z)$ Cartesian-coordinate space with variable input arrival rates $\lambda_i$, $i = a, b, c$ and service rates $\mu_i$, $i = a, b, c$ and throughput outputs $\theta_j$, $j = 1, 2, 3$. We seek to determine the optimal performance measures of this network such as throughput, work-in-process, utilization, and optimal costs or profits. Since the network has finite capacity, there is blocking in the network that consequently gives rise to non-product form characteristics which makes the problem very difficult to easily derive the probability distribution of the number of customers within the network. Thus, we are forced to seek effective ways to decompose the problem to assess the performance measures of the system. These cubic architectures occur in communication networks where they employ 3-d mesh networks (of two or more layers) for routing traffic. Software for parallel algorithms in computer science applications often use hypercube topologies (Leighton, 1991).

1.2 Outline of Paper

In Sec. 2 of the paper, the problem background and related works are described. The mathematical models appropriate for the optimization approach are presented in Sec. 3, and in Sec. 4, the performance algorithms employed are discussed. In Sec. 5 the experimental results are described and in Sec. 6 the overall results and open questions for future research are presented.

2 Problem Background

As mentioned in Sec. 1, the problem is quite difficult and there have been limited published approaches in the literature regarding this problem. Exact approaches have been limited to the assumptions of exponential distributions, but these continuous time Markov Chain (CTMC) approaches may be limited to moderate sized networks since the state space explodes and often there are complex probabilistic relationships which are not easily understood. However, it is worthwhile mentioning that advances in solving huge Markov Chains were reported recently by Carrasco (2006). Additionally, non-exponential service times within networks are very difficult to analyze exactly, since the memoryless property of exponential distributions no longer applies. Perhaps with few exceptions, such as using Markovian arrival processes (MAP) to model service time distributions, for which one can use simple results to obtain exact blocking probabilities in an $M/MAP/1/K$ system by using matrix-geometric methods (see, for instance, Neuts, 1995), or one of their recent improvements (see Pla and Casares-Giner, 2005), approximations are both reasonable and practical.

Two-moment approximations have been very successful in the past and we shall also follow this approach since it will yield a powerful methodology to approximate the blocking probability for these general networks. A general overview of the literature in this area is given in the tree diagram presented in Fig. 3. In the diagram, we have subdivided the research into those looking at the development of expressions for the blocking probability, $P_b$, and those studying the buffer allocation problem (BAP) for single and multiple server systems. This paper seeks to unite these two research areas.
2.1 $p_K$ approaches

Methodologies for approximating the blocking probability, $p_K$, in $M/G/1/K$ and $M/G/c/K$ systems have a long and detailed history. Exact methods are not feasible for large $c$ and $K$ since the memoryless property of the exponential distribution no longer applies and one must account for how long a customer remains in the queue. Approximations essentially begin with Gelenbe’s approach which is based on a diffusion approximation (Gelenbe, 1975). Also, formulas based on the steady-state probabilities of the infinite system by Schweitzer and Konheim (1978), Tijms (1987), and Sakasegawa et al. (1993) have been propa-

2.2 Buffer Allocation

The buffer allocation problem also has a long and detailed history as is witnessed by the wealth of authors in Fig. 3. Many optimization approaches have been proposed, based on dynamic programming, search methods, metaheuristics, and simulation-based methods. Since the buffer allocation problem is a solution to an integer, stochastic problem with a nonlinear objective function and constraints (not found in closed form), heuristic approaches have dominated optimal ones. For this problem, then, one needs a robust and accurate optimization procedure with an effective way to measure system performance. This is what is proposed in this paper.

3 Mathematical Models

In this part of the paper we present the optimization model along with the performance models underlying the stochastic measures used in the objective function and constraints of the optimization model. One of the key performance measures is the blocking probability estimation used in the two-moment \( M/G/c/K \) queueing model.

3.1 Assumptions

We will confine ourselves to Poisson arrival processes because exact results can be derived for these systems. Besides, results for general arrivals are scarce and limited to single servers (see the papers by Choi et al., 2005; Kim and Chae, 2003, for instance).

We also are assuming blocking after service (BAS), sometimes referred to as production or transfer blocking, which is a typical protocol in manufacturing and facility planning applications. Although communication networks often assume blocking before service (BBS), or service blocking, and sometimes the protocol repetitive blocking (RPB), or rejection blocking, the methodology we use assumes BAS. BAS has also been used to model computer systems and disk I/O subsystems. The interested reader is referred to Onvural (1990) and de Nitto Persone (1994) for a good discussion of these blocking mechanisms.

3.2 Notation

This section presents most all of the notation we need for the paper.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda )</td>
<td>External Poisson arrival rate to the network;</td>
</tr>
<tr>
<td>( \lambda_j )</td>
<td>Poisson arrival rate to node ( j );</td>
</tr>
<tr>
<td>( \mu_j )</td>
<td>Exponential mean service rate at node ( j );</td>
</tr>
<tr>
<td>( c )</td>
<td>Number of servers;</td>
</tr>
<tr>
<td>( \epsilon \in (0,1) )</td>
<td>Threshold for the blocking probability;</td>
</tr>
<tr>
<td>( B_j )</td>
<td>Buffer capacity at node ( j ) excluding those in service;</td>
</tr>
<tr>
<td>( K_j )</td>
<td>Buffer capacity at node ( j ) including those in service;</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of stations in the network;</td>
</tr>
<tr>
<td>( p_k )</td>
<td>Blocking probability of finite queue of size ( K );</td>
</tr>
<tr>
<td>( p_0 )</td>
<td>Unconditional probability that there is no customer in the service channel at node ( j ) (either being served or being held after service);</td>
</tr>
<tr>
<td>( \rho = \lambda/(\mu c) )</td>
<td>Traffic intensity;</td>
</tr>
<tr>
<td>( s^2 )</td>
<td>Squared coefficient of variation, ( \text{Var}(T_i)/E(T_i)^2 ), of the service time, ( T_i );</td>
</tr>
<tr>
<td>( x )</td>
<td>Buffer vector of decision variables in optimization routine;</td>
</tr>
<tr>
<td>( \Theta )</td>
<td>Mean throughput rate;</td>
</tr>
<tr>
<td>( \Theta^\tau )</td>
<td>Threshold Mean throughput rate.</td>
</tr>
</tbody>
</table>

3.3 Mathematical Formulation

In this paper, we will consider the following type of optimization problem which also was the central objective used in Smith and Cruz (2005)

\[
Z = \min f(x),
\]

subject to

\[
\Theta(x) \geq \Theta^\tau, \quad \forall i,
\]

\[
x_i \in \{1, 2, 3, \ldots\}, \forall i,
\]

that minimizes the total buffer allocation, \( f(x) = \sum x_i \), constrained to provide the minimum throughput \( \Theta^\tau \). In the above formulation \( \Theta^\tau \) is a threshold throughput value and \( x_i \equiv K_i \) is the decision variable, which is the total buffer capacity at the \( i \)-th queue including those in service.

3.4 Optimization Search Algorithm

The primal optimization problem with \( M/M/c/K \) and \( M/G/c/K \) systems that will be examined here is given by Eq. (1)–Eq. (3). One way to incorporate the throughput constraint, Eq. (2), is through a penalty function approach, such as the Lagrangian relaxation (a recently published tutorial can be found in Lemaréchal, 2007).

Thus, defining a dual variable \( \alpha \) and relaxing constraint (2), the following penalized problem is given

\[
Z_\alpha = \min \left\{ \sum_{i=1}^{N} x_i + \alpha \left( \Theta^\tau - \Theta(x) \right) \right\},
\]

for the paper.
subject to

\[ x_i \in \{1, 2, \ldots \}, \forall i, \quad (5) \]

\[ \alpha \geq 0. \quad (6) \]

Notice that for any feasible vector \( x \) — that is, Eq. (2) and (3) must hold — the term \( \alpha (\Theta^* - \Theta(x)) \) will be always non-positive and is a penalty of the objective function related to the difference between the threshold throughput, \( \Theta^* \), and the effective throughput, \( \Theta(x) \). Thus, it follows that \( Z_\alpha \leq Z \), that is, \( Z_\alpha \) is an inferior limit for \( Z \), the optimal solution for the primal problem, given by Eq. (1)–Eq. (3).

The Lagrangian relaxation of the primal problem, \( Z_\alpha \), plus an additional relaxation of the integrality constraints for \( x_i \), is a classical unconstrained optimization problem. In the particular formulation of the problem the \( x_i, \forall i \) become the decision variables under optimization control. While these are essentially integer variables, they will be approximated by round off from the nonlinear programming solver.

In order to couple the optimization problem with the performance algorithm, which is the Expansion Method described in Sec. 4, Powell algorithm will be used to search for the optimal buffer vector(s) while the Expansion Method computes the performance measure of throughput. Powell’s method, as presented in Himmelblau (1972), locates the minimum of \( f(x) \) of a non-linear function by successive unidimensional searches from an initial starting point \( x^{(0)} \) along a set of conjugate directions. These conjugate directions are generated within the procedure itself. Powell’s method is based on the idea that if a minimum of a non-linear function \( f(x) \) is found along \( p \) conjugate directions in a stage of the search, and an appropriate step is made in each direction, the overall step from the beginning to the \( p \)-th step is conjugate to all of the \( p \) subdirections of the search. We have had remarkable success in the past with coupling Powell’s algorithm and the Expansion Method (Smith and Cruz, 2005).

3.5 Remark on the Lagrange Multiplier

Notice that in order to solve the buffer allocation problem we will set the threshold throughput \( \Theta^* \) to the external arrival rate \( \lambda \), which will then serve as the input to the approximate performance measure program, the Expansion Method (Kerbcache and Smith, 1988), that will compute the corresponding throughput \( \Theta(x) \).

Thus, the best (highest) possible inferior limit is given by

\[ Z_\alpha^* = \max_{\alpha \geq 0} Z_\alpha, \]

which is achieved for \( \alpha^* \to \infty \), which follows from \( \Theta(x) \) being a non-decreasing function of \( x \), the input arrival rate \( \lambda \) being exactly the threshold throughput \( \Theta^* \), and, finally, from the property of the Lagrangian function, \( Z_\alpha \), being the minimum of linear functions of \( \alpha \),

\[ Z_\alpha = \min \left( \sum_{i=1}^{N} x_i + \alpha \left( \Theta^* - \Theta(x) \right) \right), \]

with non-negative intercepts and slopes with

\[ \lim_{x \to \infty} \left( \Theta^* - \Theta(x) \right) = 0. \]

The best Lagrange multiplier \( \alpha \) defined previously is not practical because one would need that

\[ \left( \Theta^* - \Theta(x) \right) = 0, \]

which yields \( x_i \to \infty, \forall i \). On the other hand, if a small difference, say \( \left( \Theta^* - \Theta(x) \right) = \epsilon \), is acceptable, it must hold that

\[ \alpha \left( \Theta^* - \Theta(x) \right) \in [0, 1], \]

because, otherwise, it might be better to spend one more unity of buffer space to some \( i \)-th queue to increase the throughput (remind that \( \Theta(x) \) is a non-decreasing function of \( x \)). Thus, it is possible to define a corresponding \( \alpha_x \) as follows

\[ \alpha_x \leq 1/\left( \Theta^* - \Theta(x) \right), \]

which yields \( \alpha_x > 10^3 \) for \( \left( \Theta^* - \Theta(x) \right) \leq 10^{-3} \).

In the following subsections Sec. 3.6–3.8, we present our approach for estimating the blocking probabilities, since the blocking probabilities are central to the performance algorithm. We also illustrate a convexity property capacity of finite queues which is important in the buffer allocation process. Then in Sec. 4, we present the Expansion method for estimating the performance measures in the queueing networks.

3.6 M/G/1/K \( p_K \) Expression

The blocking probability for an \( M/M/1/K \) system with \( \rho < 1 \) is well-known

\[ p_K = \frac{(1 - \rho)(K - 1)}{1 - \rho^K}. \quad (7) \]

If we relax the integrality of \( K \), we can express \( K \) in terms of \( \rho \) and \( p_K \) and arrive at a closed-form expression for the buffer size which is the largest integer as follows

\[ K = \left\lfloor \frac{\ln \left( \frac{p_K}{\rho p_F p_K} \right)}{\ln(\rho)} \right\rfloor, \]

in which \( \lfloor x \rfloor \) is the smallest integer not inferior to \( x \).

In two previous papers (Smith, 2003; Smith and Cruz, 2005), we showed that once we have the closed form
expression for the optimal pure buffer $B^* = K^* - 1$ in an M/M/1/K system (excluding those on service), we can use a two-moment approximation scheme based on Tijms’ (Tijms, 1987, 1992, 1994) and Kimura’s (Kimura, 1996a,b) works to calculate the optimal buffer size $B^*$ for general service. For a single server, $c = 1$, and general squared coefficient of variation of service time $s^2$, we have an approximation to the optimal buffer size $B^*$ for $M/G/1$ systems

$$B^* = -\left(\frac{-\ln(1-p^s)}{1-p^s} + \ln(p)\right) \left(2 + \sqrt{ps^2} - \sqrt{p}\right) \frac{1}{2 \ln(p)}.$$

If $s^2 = 1$, then the formula yields the same expression as for the $M/M/c/K$ case formula, when we subtract the space for the server.

As an added side benefit for developing the closed form expression for the optimal buffer, if we invert the last expression we can obtain the blocking probability for the $M/G/1/K$ system as

$$p_K = \frac{\rho (2 + \sqrt{ps^2} - \sqrt{p})}{\rho (2 + \sqrt{ps^2} - \sqrt{p}) - 1}.$$

One caveat of our approach, however, is that we do not have an explicit formula for the case when $\rho = 1$. This is because the original blocking probability formula for the $M/M/1/K$ formula does not include $\rho$ in its calculation for the case when $\rho = 1$. Thus, we must linearly interpolate the value when $\rho = 1$, albeit a crude approximation, but not extraordinary difficult. This is not seen as a major issue, however, since as we shall describe below, $\rho = 1$ will be a limiting value for allocating buffers.

### 3.7 $M/G/c/K$ $p_K$ Expressions

As one might expect, we can continue this process of developing $p_K$ since one can obtain $B^*$ and $p_K$ for different values of $c$ and thus develop closed form expressions of the buffer size and blocking probabilities for $M/G/c/K$ systems. Let us examine a multi-server Markovian system.

### 3.8 $M/M/c/K$ $p_K$ Expression

Analytical results from the $M/M/c/K$ model provide the following expression for $p_K$

$$p_K = \frac{1}{e^{\rho K} - c!} \left(\frac{\lambda}{\mu}\right)^K p_0,$$

where for $\lambda/(c\mu) \neq 1$

$$p_0 = \left[\sum_{n=0}^{c-1} \frac{1}{n!} \left(\frac{\lambda}{\mu}\right)^n \frac{(\lambda/\mu)^{K-n}}{c!} \left(1 - [\lambda/(c\mu)]^{K-n-1}\right)^{-1} - 1\right].$$

The $M/M/c/K$ composite formula for the blocking probability is given by

$$p_K = \left(\frac{1}{\rho}\right)^K \left[\frac{\lambda}{\mu}\right]^{K-1} \left(1 - e^{-\rho} - \frac{\lambda}{\mu}\right)^{-1} \left(\frac{\lambda/\mu}{c!} \frac{\Gamma(c) \Gamma(1 - \frac{\lambda}{\mu})}{\Gamma(1)}}{(c\lambda - \mu) \Gamma(c - 1)}\right).$$

Since the blocking probability function is very complex, one cannot express the value of $K$ without fixing $c$. If one fixes $c = 1$, the function becomes the same as the one which was derived from the previous formula for the $M/M/1/K$ system, Eq. (7).

### 3.9 Development and Rationale for Approximations

One of the keys linking the blocking probability models to the buffer allocation problem can be derived from the blocking probability formula for different values of $c$. Let us do this in some detail for the $M/G/c/K$ case with $c = 2$.

If we examine the optimal buffer size as a function of $p_K$, $\rho$, $\lambda$ and $\mu$, relaxing its integrality, we achieve for $c = 2$

$$B^* = \frac{2 + \sqrt{ps^2} - \sqrt{\rho}}{2 \ln(\rho)}.$$

Now let us graph this function of $B^*$ vs. $\rho$ with the parameters fixed at the following values: $p_K = 0.001$, $\lambda = 5$, $\mu = 10$ along with $s^2 = \{0, 0.5, 1, 1.5, 2\}$. Then we achieve the graph in Fig. 4. This graph illustrates the optimal buffer allocation as a function of the traffic intensity. The middle curve with $s^2 = 1$ is exact as it is based on the exact expression for the $M/M/2/K$ formula with fixed parameters $p_K = 0.001$, $\lambda = 5$, $\mu = 10$. The other curves, which parallel but do not overlap the middle curve, are the approximations to the optimal buffer size achieved with the two-moment approximation. Thus, in all that follows, when we vary $c$ we will have this convex relationship between the approximations for $s^2$ and the blocking probabilities for $c$. This is a very important property that unifies our approach for the multi-server buffer allocation problem. We now need to describe how we will incorporate our expression for $p_K$ into a procedure for modeling and optimizing finite queuing networks with multiple servers.

### 4 Performance Algorithm

The Expansion Method is a robust and effective approximation technique developed by Kerbache and Smith (1987) to analyze finite queuing networks. As described in previous papers, this method is characterized as a combination of repeated trials and node-by-node decomposition solution procedures. The Expansion Method uses BAS type blocking, which is prevalent
in most production and manufacturing, transportation and other similar systems.

Consider a single node with finite capacity $K$ (including service). This node essentially oscillates between two states — the saturated phase and the unsaturated phase. In the unsaturated phase, node $j$ has at most $K - 1$ customers (in service or in the queue). On the other hand, when the node is saturated no more customers can join the queue. Refer to Fig. 5 for a graphical representation of the two scenarios.

The Expansion Method has the following three stages:

- **Stage I: Network Reconfiguration**;
- **Stage II: Parameter Estimation**;
- **Stage III: Feedback Elimination**.

The following additional notation defined by Kerbache and Smith (1987, 1988) shall be used in further discussion regarding this methodology.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h$</td>
<td>The holding node established in the Expansion Method;</td>
</tr>
<tr>
<td>$\tilde{\lambda}_j$</td>
<td>Effective arrival rate to node $j$;</td>
</tr>
<tr>
<td>$\tilde{\mu}_j$</td>
<td>Effective service rate at node $j$ due to blocking;</td>
</tr>
<tr>
<td>$p'_K$</td>
<td>Feedback blocking probability in the Expansion Method.</td>
</tr>
</tbody>
</table>
4.1 Stage I: Network Reconfiguration

Using the concept of two phases at node $j$ (saturated and unsaturated), an artificial node $h$ is added for each finite node in the network to register blocked customers. Fig. 5 shows the additional delay, caused to customers trying to join the queue at node $j$ when it is full, with probability $p_K$. The customers successfully join queue $j$ with a probability $(1 - p_K)$. Introduction of an artificial node also dictates the addition of new arcs with $p_K$ and $(1 - p_k)$ as the routing probabilities.

The blocked customer proceeds to the finite queue with probability $(1 - p'_K)$ once again after incurring a delay at the artificial node. If the queue is still full, it is re-routed with probability $p'_K$ to the artificial node where it incurs another delay. This process continues until it finds a space in the finite queue. A feedback arc is used to model the repeated delays. The artificial node is modeled as an $M/M/\infty$ queue. The infinite number of servers is used simply to serve the blocked customer a delay time without queueing.

4.2 Stage II: Parameter Estimation

This stage essentially estimates the parameters $p_K$, $p'_K$ and $p_h$ utilizing known results for the $M/M/c/K$ model.

- $p_K$: Utilizing our analytical results for the $M/G/2/K$ model provides the following expression for $p_K$ (Smith, 2003)

$$p_K = \frac{2\rho^2 \left( \frac{1 + \sqrt{\rho^2 + 2\rho + 1}}{2 + \sqrt{\rho^2 + 2\rho + 1}} \right)^2 (2\mu - \lambda)}{\lambda + 2\mu + \lambda}$$

Similarly, other expressions for $c = 3, \ldots, 10$ may be included here so that we will have a complete set of blocking probabilities for $c \in [1, 10]$;

- $p'_K$: Since there is no closed form solution for this quantity an approximation is used given by Labetoulle and Pujolle and obtained using diffusion techniques (Labetoulle and Pujolle, 1980)

$$p'_K = \frac{\mu_j + \mu_h}{\mu_h} - \frac{\lambda \left( \mu_j^2 - \mu_h^2 \right)}{\mu_h \left( \mu_j^2 + \mu_h^2 \right)} \left( \frac{\mu_j - \mu_h}{\mu_j + \mu_h} \right)^{-1} \left( \frac{\mu_j^2 - \mu_h^2}{\mu_h^2} \right)^{-1}$$

where $r_1$ and $r_2$ are the roots to the polynomial

$$\lambda - (\lambda + \mu_h + \mu_j) x + \mu_h x^2 = 0,$$

and where $\lambda = \lambda_j - \lambda_h(1 - p'_K)$ and $\lambda_j$ and $\lambda_h$ are the actual arrival rates to the finite and artificial holding nodes respectively. Labetoulle and Pujolle (1980) illustrate in their paper a comparison of their method for computing $p'_K$ with Erlang and hyper-exponential service time distributions and it is shown that the calculation for $p'_K$ is very reasonable for these general service systems. Given these results, we felt comfortable in applying $p'_K$ for the general service situation.

In fact, the arrival rate to the finite node $j$ is given by

$$\lambda_j = \lambda_i (1 - p_K) = \lambda_i - \lambda_h.$$

Let us examine the following argument to determine the service time at the artificial node. If an arriving customer is blocked, the queue is full and a customer is being served. Thus the arriving customer to the holding node has to remain in service at the artificial holding node for the remaining service time interval of the customer in service. The delay distribution of a blocked customer at the holding node has the same distribution as the remaining service time of the customer being served. Using renewal theory, one can show that the remaining service has the following rate $\mu_h$

$$\mu_h = \frac{2\mu_j}{1 + \sigma_i^2 \mu_j^2},$$

where $\sigma_i^2$ is the service time variance given by Kleinrock (1975). Notice that if the service time distribution at the finite queue doing the blocking is exponential with rate $\mu_j$, then

$$\mu_h = \mu_j,$$

i.e., the service time at the artificial node is also exponentially distributed with rate $\mu_j$. When the service time of the blocking node is not exponential, then $\mu_h$ will be affected by $\sigma_i^2$.

4.3 Stage III: Feedback Elimination

Due to the feedback loop around the holding node, there are strong dependencies in the arrival processes. Elimination of these dependencies requires reconfiguration of the holding node which is accomplished by re-computing the service time at the node and removing the feedback arc. The new service rate is given by

$$\mu'_h = (1 - p'_K) \mu_h.$$

The probabilities of being in each of the two phases (saturated or unsaturated) are $p_K$ and $(1 - p_K)$. The mean service time at a node $i$ preceding the finite node is $\mu^{-1}_i$ when in the unsaturated phase and $(\mu^{-1}_i + \mu^{-1}_h)$ in the saturated phase. Thus, on an average, the mean service time at the node $i$ preceding a finite node is given by

$$\mu^{-1}_i = \mu^{-1}_i + p_K \mu^{-1}_h.$$
Similar equations can be established with respect to each of the finite nodes. Ultimately, we have simultaneous non-linear equations in variables $p_K, p'_K, \mu_h, \lambda_i$ along with auxiliary variables such as $\mu_j$ and $\hat{\lambda}_i$. Solving these equations simultaneously we can compute all the performance measures of the network.

\[
\lambda = \lambda_j - \lambda_h(1 - p'_K), \quad (8)
\]
\[
\lambda_j = \hat{\lambda}_i(1 - p_K), \quad (9)
\]
\[
\lambda_i = \lambda_j - \lambda_h, \quad (10)
\]
\[
p'_K = \frac{\mu_j + \mu_h}{\mu_h} \lambda \left[ (r'_K - r^K_1) - (r_K^{1-} - r_K^{K-1}) \right] \mu_h \left[ (r_K^{K+1} - r_K^{K+1}) - (r_K^2 - r_K^2) \right]^{-1} \quad (12)
\]
\[
z = \frac{(\lambda + 2\mu_h)^2}{2\mu_h} - 4\lambda \mu_h, \quad (13)
\]
\[
r_1 = \frac{[(\lambda + 2\mu_h) - z^2]}{2\mu_h}, \quad (14)
\]
\[
r_2 = \frac{[(\lambda + 2\mu_h) + z^2]}{2\mu_h}, \quad (15)
\]
\[
p_K = \frac{2\rho (2 + \sqrt{\rho^2 - 1}) (2\mu - \lambda)}{-2\rho (2 + \sqrt{\rho^2 - 1}) (2\mu - \lambda) + \lambda + 2\mu + \lambda} \quad (16)
\]

Equations (8) to (12) are related to the arrivals and feedback in the holding node. Equations (13) to (15) are used for solving Eq. (12) with $z$ used as a dummy parameter for simplicity of the solution. Lastly, Eq. (16) gives the approximation to the blocking probability for the $M/G/2/K$ queue. Other expressions for $p_K$ for $c = 3, 4, 5, 10$ are also utilized in the experiments to follow. Hence, we essentially have five equations to solve, viz. Eq. (8)–Eq. (12) and Eq. (16).

To recapitulate, we first expand the network; followed by approximation of the routing probabilities, due to blocking, and the service delay in the holding node and finally the feedback arc at the holding node is eliminated. Once these three stages are complete, we have an expanded network which can then be used to compute the performance measures for the original network. As a decomposition technique this approach allows successive addition of a holding node for every finite node, estimation of the parameters and subsequent elimination of the holding node.

Fig. 6 and 7 illustrate the process of expanding the network topologies for the merge and split topologies in the Expansion Method. An important point about this process is that we do not physically modify the networks, only represent the expansion process through the software.

In this section of the paper, we provide computational results of the network design methodology for multi-server finite queueing networks. First, we will develop results for 2-node, 3-node. Then larger and more complex networks will be analyzed. We also examine the order of the servers and what effects the squared coefficient of variation $s^2$ has on symmetric, asymmetric, and bottleneck networks. Since the range of possible experiments is exponential itself, we have determined a select sample to present.

5 Experimental Results

5.1 2-server/2-node Networks

The simplest network is a 2-server/2-node topology involving single and 2-servers arranged in a simple series connection, as seen in Fig. 8. One would like to test what are the buffers needed for this type of topology...
and whether one topology (i.e., server order) is better than another.

![Diagram of Topology A and Topology B]

**Figure 8: 2-server Network Topology**

In our first experiment, we fix the arrival rate to the network with \( \lambda = 5 \) and service rates of the different servers to \( \mu = 10 \). We would like to examine what buffers are needed for these two alternative network topologies. We will also vary the coefficient of variation of the service times to see how the buffer is affected by the service time variability \( s^2 \). In order to evaluate the analytical results, simulation runs of 20 replications, with a warm up period of 20,000 time units (Robinson, 2007), and 100,000 time units for each run were carried out. These run lengths and number of replications were necessary in order to reduce the standard deviation of the statistics of the simulation output to a reasonably accurate level. In order to model the general service times for the \( s^2 = \{1/2, 3/2\} \), Gamma distributions were used in the simulation model representation of the service time distributions. The computer was a CyberPower PC with AMD AthlonXP 1800+ 1.53 GHz with 512 MB of RAM, running Windows XP. In the tables that follow, the \( \delta \) designation in the 7th column of the simulation tables refers to the half-width of the 95% c.i.

<table>
<thead>
<tr>
<th>( s^2 )</th>
<th>( \epsilon )</th>
<th>( \Theta(x) )</th>
<th>( Z_n^\epsilon )</th>
<th>( x )</th>
<th>( \Theta(x)^\epsilon )</th>
<th>( \delta )</th>
<th>( Z_n^\epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>(2,1)</td>
<td>4.997</td>
<td>19.15</td>
<td>(8,8)</td>
<td>4.994</td>
<td>0.004</td>
<td>22.20</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>4.997</td>
<td>19.15</td>
<td>(8,8)</td>
<td>4.997</td>
<td>0.002</td>
<td>19.40</td>
</tr>
<tr>
<td>1</td>
<td>(2,1)</td>
<td>4.997</td>
<td>21.84</td>
<td>(9,10)</td>
<td>4.994</td>
<td>0.004</td>
<td>25.50</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>4.997</td>
<td>21.85</td>
<td>(10,9)</td>
<td>4.994</td>
<td>0.003</td>
<td>24.60</td>
</tr>
<tr>
<td>3/2</td>
<td>(2,1)</td>
<td>4.996</td>
<td>24.51</td>
<td>(10,11)</td>
<td>4.996</td>
<td>0.003</td>
<td>25.10</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>4.996</td>
<td>24.51</td>
<td>(11,10)</td>
<td>4.996</td>
<td>0.002</td>
<td>24.60</td>
</tr>
</tbody>
</table>

Table 1: 2-server/2-node Results

The results in general are pretty encouraging, as seen in Tab. 1. In all cases, the analytical throughput value \( \Theta(x) \) was within the 95% c.i. simulated value \( \Theta(x)^\epsilon \). The buffer allocations are symmetric for all cases, and there is little difference in the optimal solution values for either topology. Thus, it is difficult to say whether one topology is better than another, simply because the optimization methodology made sure that the resulting buffer allocations were appropriate for each of the topologies. If one did not optimize the buffer allocations, then perhaps one topology might dominate the other. However, it is difficult to derive heuristic rules (e.g., always place the multi-servers first in the topology) prior to an optimization procedure to say which topology is better. The analytical throughput value \( \Theta(x) \) was within the 95% c.i simulated value \( \Theta(x)^\epsilon \) in all cases.

**Table 2: 2-server/2-node Bottleneck Results**

<table>
<thead>
<tr>
<th>( s^2 )</th>
<th>( \epsilon )</th>
<th>( \Theta(x) )</th>
<th>( Z_n^\epsilon )</th>
<th>( x )</th>
<th>( \Theta(x)^\epsilon )</th>
<th>( \delta )</th>
<th>( Z_n^\epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>(2,1)</td>
<td>6.994</td>
<td>39.85</td>
<td>(20,14)</td>
<td>6.991</td>
<td>0.003</td>
<td>42.80</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>6.994</td>
<td>39.84</td>
<td>(14,20)</td>
<td>6.991</td>
<td>0.004</td>
<td>43.10</td>
</tr>
<tr>
<td>1</td>
<td>(2,1)</td>
<td>6.993</td>
<td>46.58</td>
<td>(22,18)</td>
<td>6.994</td>
<td>0.004</td>
<td>49.60</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>6.993</td>
<td>46.58</td>
<td>(18,22)</td>
<td>6.991</td>
<td>0.004</td>
<td>49.40</td>
</tr>
<tr>
<td>3/2</td>
<td>(2,1)</td>
<td>6.993</td>
<td>53.13</td>
<td>(25,21)</td>
<td>6.992</td>
<td>0.004</td>
<td>53.70</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>6.993</td>
<td>53.12</td>
<td>(21,25)</td>
<td>6.989</td>
<td>0.005</td>
<td>56.60</td>
</tr>
</tbody>
</table>

In another experiment with 2-node networks, let us argue that the service time of the two-server node is smaller than the service time of the single server queue (see Fig. 8). This represents a bottleneck situation. Let us also argue that the service time of the 2-server queue has \( \mu = 9 \) while the service time at the single-server queue is \( \mu = 10 \). Finally, we will increase the arrival rate \( \lambda = 7 \) to force more buffers to be allocated. We get the experimental results presented in Tab. 2.

As in previous experimental results, Tab. 2 indicates that dramatically more buffer is allocated to the 2-server nodes rather than less since they represent the bottlenecks. Symmetric buffer allocations occur and little difference occurs in the objective function values of the topologies, so it is difficult to say which topology is better. Additionally, \( \Theta(x) \) is within the 95% c.i. of the \( \Theta(x)^\epsilon \) for all the simulation runs.

### 5.2 3-node/2-server Networks

Extending our approach to more complex network topologies, we examine a 3-node/2-server single queue network. Fig. 9 represents the possible topologies with one single server and two 2-server queues in a series topology.

<table>
<thead>
<tr>
<th>( s^2 )</th>
<th>( \epsilon )</th>
<th>( \Theta(x) )</th>
<th>( Z_n^\epsilon )</th>
<th>( x )</th>
<th>( \Theta(x)^\epsilon )</th>
<th>( \delta )</th>
<th>( Z_n^\epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1,2,2)</td>
<td>6.992</td>
<td>51.90</td>
<td>(14,15,14)</td>
<td>6.990</td>
<td>0.004</td>
<td>53.80</td>
</tr>
<tr>
<td></td>
<td>(2,1,2)</td>
<td>6.992</td>
<td>51.90</td>
<td>(15,14,15)</td>
<td>6.991</td>
<td>0.003</td>
<td>53.40</td>
</tr>
<tr>
<td></td>
<td>(2,2,1)</td>
<td>6.992</td>
<td>51.90</td>
<td>(15,15,14)</td>
<td>6.990</td>
<td>0.003</td>
<td>54.50</td>
</tr>
<tr>
<td>3/2</td>
<td>(1,2,2)</td>
<td>6.992</td>
<td>59.98</td>
<td>(18,17,17)</td>
<td>6.989</td>
<td>0.004</td>
<td>63.00</td>
</tr>
<tr>
<td></td>
<td>(2,1,2)</td>
<td>6.992</td>
<td>59.98</td>
<td>(17,18,17)</td>
<td>6.993</td>
<td>0.004</td>
<td>59.20</td>
</tr>
<tr>
<td></td>
<td>(2,2,1)</td>
<td>6.992</td>
<td>59.98</td>
<td>(17,17,18)</td>
<td>6.993</td>
<td>0.003</td>
<td>59.50</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( s^2 )</th>
<th>( \epsilon )</th>
<th>( \Theta(x) )</th>
<th>( Z_n^\epsilon )</th>
<th>( x )</th>
<th>( \Theta(x)^\epsilon )</th>
<th>( \delta )</th>
<th>( Z_n^\epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(2,1)</td>
<td>6.990</td>
<td>67.88</td>
<td>(20,19,19)</td>
<td>6.989</td>
<td>0.004</td>
<td>68.60</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>6.990</td>
<td>67.88</td>
<td>(19,20,19)</td>
<td>6.993</td>
<td>0.003</td>
<td>65.30</td>
</tr>
<tr>
<td></td>
<td>(2,2)</td>
<td>6.990</td>
<td>67.88</td>
<td>(19,20,19)</td>
<td>6.990</td>
<td>0.004</td>
<td>67.90</td>
</tr>
</tbody>
</table>

It is interesting that for the low \( s^2 \) in Tab. 3, the buffer at the single server is reduced in relation to the 2-server...
nodes while in the higher $s^2 = \{1, 3/2\}$, the buffer at the single node is increased over that of the 2-servers. Thus, the effects of variability through the $s^2$ are critically important in the buffer allocation.

Once again, it is difficult to say which topology is best since all the topologies are optimized, although, Topology B seems to fare a bit better than either A or C, especially when one examine the simulation results. In one sense, this seems intuitively correct as the single server is buffered by the two multi-server nodes. In all the experiments so far, all the analytical throughput results in Tab. 3 are within the 95% c.i. of the simulation results, which is very encouraging.

To recap what we have found with 2-servers, let us increase the number of servers in this topology for $c = 3, 4, 10$ and see how the buffer allocations evolve. These are presented in Tab. 4 without the corresponding simulations in order to examine the tradeoffs between the $\theta(x)$, $Z_{\alpha}$, and the buffers, number of servers, and affects of $s^2$.

The results in Tab. 4 are interesting. In the first set of experiments, for $s^2 = 1/2$, when $c = 3$, the buffer at the single server is smaller than at the 3-server node. When $c = 4$, the result flips, so the buffer at the single-server node increases while the buffer at the four-server node decreases relative to the one at the single-server node. For $c = 10$, the buffer at the ten-server is smaller than the single-server node, but not dramatically different.

In the second set of experiments with $s^2 = 1$, the buffer at the single server-node is always larger than the buffer for the four-server and ten-server nodes respectively. Finally, for $s^2 = 3/2$, the difference between the buffer at the single-server node and the multi-server node widens and this is because of the increased variability in the service times. In all cases, the objective function value decreases with increasing numbers of servers.

In order to more finely determine the effect of the $s^2$ on the buffer allocation, let us isolate one server configuration $c = (1, 3, 3)$ and vary the squared coefficient of variation $s^2$ to see how the buffer allocation changes with increasing $s^2 \in [0, 1]$. Tab. 5 illustrates this nonlinear changing process. When $s^2 = 0$, the buffer difference is 2 at the single server node in relation to the 3-server nodes, and then eventually changes between $s^2 = 0.80 - 0.90$ when the buffer at the single node flips and becomes greater than the 3-server nodes. This is very interesting and quite unpredictable. This is why the tool we have developed is so useful as opposed to pre-determined rules for allocating buffers since they are susceptible to slight changes in the system parameters.

One concern registered here is that we have not included the cost of the service. This is highly dependent on the application and will be a subject of future research.

Table 4: 3-node/c-server Variation Results

<table>
<thead>
<tr>
<th>$s^2$</th>
<th>$c$</th>
<th>$\theta(x)$</th>
<th>$Z_{\alpha}$</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>(1,3)</td>
<td>6.993</td>
<td>51.14</td>
<td>(14,15,15)</td>
</tr>
<tr>
<td></td>
<td>(3,1)</td>
<td>6.993</td>
<td>51.14</td>
<td>(15,14,15)</td>
</tr>
<tr>
<td></td>
<td>(1,4)</td>
<td>6.992</td>
<td>50.57</td>
<td>(15,14,14)</td>
</tr>
<tr>
<td></td>
<td>(4,1)</td>
<td>6.992</td>
<td>50.57</td>
<td>(14,15,14)</td>
</tr>
<tr>
<td></td>
<td>(1,10)</td>
<td>6.993</td>
<td>47.22</td>
<td>(13,14,14)</td>
</tr>
<tr>
<td></td>
<td>(10,1)</td>
<td>6.993</td>
<td>47.22</td>
<td>(13,13,14)</td>
</tr>
<tr>
<td>1</td>
<td>(1,3)</td>
<td>6.993</td>
<td>59.17</td>
<td>(18,17,17)</td>
</tr>
<tr>
<td></td>
<td>(3,1)</td>
<td>6.993</td>
<td>59.17</td>
<td>(17,18,17)</td>
</tr>
<tr>
<td></td>
<td>(1,4)</td>
<td>6.992</td>
<td>58.33</td>
<td>(15,14,14)</td>
</tr>
<tr>
<td></td>
<td>(4,1)</td>
<td>6.992</td>
<td>58.33</td>
<td>(14,15,14)</td>
</tr>
<tr>
<td></td>
<td>(1,10)</td>
<td>6.991</td>
<td>54.66</td>
<td>(18,14,14)</td>
</tr>
<tr>
<td></td>
<td>(10,1)</td>
<td>6.991</td>
<td>54.66</td>
<td>(18,14,14)</td>
</tr>
</tbody>
</table>

Table 5: 3-node/c-server $s^2$ Variation Results

<table>
<thead>
<tr>
<th>$s^2$</th>
<th>$c$</th>
<th>$\theta(x)$</th>
<th>$Z_{\alpha}$</th>
<th>$x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00</td>
<td>(1,3)</td>
<td>6.994</td>
<td>42.847</td>
<td>(13,13,13)</td>
</tr>
<tr>
<td>0.10</td>
<td>(1,3)</td>
<td>6.995</td>
<td>44.718</td>
<td>(12,14,14)</td>
</tr>
<tr>
<td>0.20</td>
<td>(1,3)</td>
<td>6.994</td>
<td>46.267</td>
<td>(12,14,14)</td>
</tr>
<tr>
<td>0.30</td>
<td>(1,3)</td>
<td>6.994</td>
<td>48.006</td>
<td>(14,14,14)</td>
</tr>
<tr>
<td>0.40</td>
<td>(1,3)</td>
<td>6.992</td>
<td>49.553</td>
<td>(14,14,14)</td>
</tr>
<tr>
<td>0.55</td>
<td>(1,3)</td>
<td>6.993</td>
<td>51.910</td>
<td>(15,15,15)</td>
</tr>
<tr>
<td>0.60</td>
<td>(1,3)</td>
<td>6.992</td>
<td>52.704</td>
<td>(15,15,15)</td>
</tr>
<tr>
<td>0.70</td>
<td>(1,3)</td>
<td>6.994</td>
<td>54.417</td>
<td>(16,16,16)</td>
</tr>
<tr>
<td>0.80</td>
<td>(1,3)</td>
<td>6.992</td>
<td>55.921</td>
<td>(16,16,16)</td>
</tr>
<tr>
<td>0.90</td>
<td>(1,3)</td>
<td>6.992</td>
<td>57.496</td>
<td>(17,16,16)</td>
</tr>
</tbody>
</table>
5.3 Series, Merge, and Split networks

Now let us examine additional experiments for series, merge ($\lambda_1 = \lambda_2 = 0.5\lambda$), and splitting ($p_{12} = p_{13} = 0.5$) topologies of networks (see Fig. 10), in which we vary the number of servers $c = \{2, 4, 10\}$, along with $s^2 = \{1/2, 1, 3/2\}$ as before and $\lambda$ which is allowed to vary from a low of $2 \rightarrow 8$. The ranges on the number of servers shows what is possible with our methodology. We will examine here uniform server allocations at all the nodes in the networks. Tab. 6 illustrates the range of buffer allocations for these network topologies. Simulation results for the different topologies are included to reveal the scope and limitations of this optimization approach. All the service times for the $s^2 = \{1/2, 3/2\}$ were from Gamma distributions. In all these tables, $\mu_i = 10 \:\forall i$ nodes in the network and we restricted the buffer to be $\geq c_i, \:\forall i$ nodes. Thus, for the low traffic cases $\lambda = 2, 4$ and $c = 4, 10$ a zero buffer allocation is sometimes warranted. We will discuss this result in more detail in the following section of the paper.

In general, the results are intuitively appealing as they correspond to the number of servers, the traffic levels, and the effects of $s^2$. Symmetric uniform buffer allocations result in all the topologies, so it appears that the optimization procedures are working correctly and are unaffected by the different topologies. One surprising thing perhaps is that the effect of the multiple servers at the nodes is not as significant in improving the performance measures of the network as the buffers themselves. Witness the allocation of buffers to the single servers in relation to the buffers allocated to the multi-server nodes in Tab. 4 (for an interesting paper about symmetries in closed queueing networks with finite topologies and predicting their performance, see de Nitto Perione, 1994).

Table 6: Symmetric Network Comparison Results

<table>
<thead>
<tr>
<th>Topology</th>
<th>$s^2$</th>
<th>$\lambda$</th>
<th>$c$</th>
<th>$\theta(x)$</th>
<th>$Z_{\alpha}$</th>
<th>$x$</th>
<th>$\theta(x)^2$</th>
<th>$\delta$</th>
<th>$Z_{\alpha}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>series</td>
<td>1/2</td>
<td>2.0</td>
<td>(2,2)</td>
<td>1.998</td>
<td>10.80</td>
<td>(3,3)</td>
<td>1.998</td>
<td>0.002</td>
<td>11.1</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>(4,4)</td>
<td>3.996</td>
<td>19.10</td>
<td>(5,5,5)</td>
<td>3.995</td>
<td>0.003</td>
<td>20.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.0</td>
<td>(10,10,10)</td>
<td>7.989</td>
<td>71.14</td>
<td>(20,20,20)</td>
<td>7.993</td>
<td>0.003</td>
<td>67.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.0</td>
<td>(2,2)</td>
<td>1.997</td>
<td>11.55</td>
<td>(3,3)</td>
<td>1.996</td>
<td>0.002</td>
<td>13.2</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>(4,4)</td>
<td>3.997</td>
<td>20.67</td>
<td>(6,6,6)</td>
<td>3.995</td>
<td>0.003</td>
<td>22.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.0</td>
<td>(10,10,10)</td>
<td>7.986</td>
<td>80.32</td>
<td>(22,22,22)</td>
<td>7.991</td>
<td>0.003</td>
<td>75.0</td>
<td></td>
</tr>
<tr>
<td>split</td>
<td>1/2</td>
<td>2.0</td>
<td>(2,2)</td>
<td>1.997</td>
<td>12.47</td>
<td>(3,3)</td>
<td>1.997</td>
<td>0.002</td>
<td>11.9</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>(4,4)</td>
<td>3.996</td>
<td>22.31</td>
<td>(6,6,6)</td>
<td>3.996</td>
<td>0.003</td>
<td>21.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.0</td>
<td>(10,10,10)</td>
<td>7.986</td>
<td>89.28</td>
<td>(25,25,25)</td>
<td>7.996</td>
<td>0.003</td>
<td>79.0</td>
<td></td>
</tr>
<tr>
<td>merge</td>
<td>1/2</td>
<td>2.0</td>
<td>(2,2)</td>
<td>1.999</td>
<td>7.86</td>
<td>(3,2)</td>
<td>1.998</td>
<td>0.002</td>
<td>9.4</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>(4,4)</td>
<td>3.999</td>
<td>14.40</td>
<td>(5,4,4)</td>
<td>3.997</td>
<td>0.003</td>
<td>15.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.0</td>
<td>(10,10,10)</td>
<td>7.986</td>
<td>44.76</td>
<td>(21,10,10)</td>
<td>7.993</td>
<td>0.003</td>
<td>47.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.0</td>
<td>(2,2)</td>
<td>1.990</td>
<td>8.18</td>
<td>(3,2)</td>
<td>1.997</td>
<td>0.002</td>
<td>8.4</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>(4,4)</td>
<td>3.999</td>
<td>14.94</td>
<td>(6,4,4)</td>
<td>3.995</td>
<td>0.003</td>
<td>18.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.0</td>
<td>(10,10,10)</td>
<td>7.995</td>
<td>46.85</td>
<td>(23,10,10)</td>
<td>7.992</td>
<td>0.003</td>
<td>51.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3/2</td>
<td>2.0</td>
<td>(2,2)</td>
<td>1.998</td>
<td>8.56</td>
<td>(3,2)</td>
<td>1.996</td>
<td>0.002</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td>4.0</td>
<td>(4,4)</td>
<td>3.998</td>
<td>15.52</td>
<td>(6,4,4)</td>
<td>3.996</td>
<td>0.003</td>
<td>17.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.0</td>
<td>(10,10,10)</td>
<td>7.986</td>
<td>49.84</td>
<td>(25,10,10)</td>
<td>7.993</td>
<td>0.004</td>
<td>51.8</td>
<td></td>
</tr>
</tbody>
</table>

Figure 10: Basic Topologies Examined
In Tab. 6 one can see that the buffer patterns are pretty uniform as might be expected. Once the topology of 3-nodes is established, the uniform allocation of buffers proceeds as expected. For the split topologies, similar buffer patterns emerge as in the series experiments. Since $\mu_i = 10$ for all nodes, the split node receives the most buffers since the traffic to the two leaf nodes is amply reduced. In the simulation experiments for the split topologies, similar results hold as for the series simulation experiments although the costs of supplying the buffers is reduced for the split topologies. Again, for the merging topologies, similar results occur as in the series and split topologies. The merge topologies objective function is a little less than for the split and series topologies and in a way this is surprising because the blocking levels in the merge networks are higher than either the series or split topologies.

5.4 Zero Buffer Networks

Note that in Tab. 6, where the buffer sizes in $x$ are equal to the number of servers in $c$, one obtains a zero buffer system. In such a system, no buffer space is allocated to the servers, so that a job can only enter a workstation when an empty server of that station is available. The reason for this result in the experimental results is that the traffic arrival rate does not justify the use of the multiple servers, so only zero buffers make sense.

For small tandem line networks, exact solutions are available: small asynchronous single server tandem lines with zero buffer and reliable machines are partly analyzed by Hildebrand (1968), Hillier and Boling (1967), Muth and Alkaff (1987), and Rao (1976a,b). Most of the exact results analysis are based on continuous time Markov processes. Consequently, the inter-arrival and service time need to exponentially or phase-type distributed to be able to solve the network. The analysis of large state space Markov process models, the computational time and the complexity for the techniques motivates the need for approximation techniques such as the Expansion method. As such, the presented results in this paper are an extension to any size of arbitrarily configured networks with general service times and zero buffers.

5.5 Asymmetric Networks

So far most of the cases considered were “symmetric” and someone might argue that such networks are not quite realistic. Thus we set up some asymmetric networks unbalancing the routing probabilities ($p_{12} = 0.6$ and $p_{13} = 0.4$, for the split topologies) and the arrival rates ($\lambda_1 = 0.6\lambda$, $\lambda_2 = 0.4\lambda$, for the merge topologies), and assuming different service rates, $\mu$’s, and number of servers, $c$’s. The results are quite impressive and may be seen in Tab. 7. The service times were from Gamma distributions. The results show a close but not perfect agreement between the analytical and simulation results.

The results are sound because they show that the buffer allocation is stable and that the algorithms proposed also work for asymmetric networks. They also show we get zero buffer solutions if necessary (see in the tables those cases for which $x_i = c_i$ for some $i$). Additionally, some of the patterns observed for symmetric networks can be seen here for asymmetric networks too. For instance, under low arrival rate, $\lambda = 2.0$, the buffer allocation tends to be independent on the squared coefficient of variation of the service time, $s^2$, while under heavy traffic, i.e. $\lambda = 4.0$ and $8.0$, the buffer allocation tends to increase as $s^2$ increases. Finally, it is noticeable the symmetry, almost perfectly, between the results from the split and merge topologies, as seen from Tab. 7, which is very encouraging.

5.6 Complex Bottleneck Networks

In order to model larger more complex networks, let us examine a combination of series, merge, and splitting networks which represent interesting combinations of these topologies. In fact, the first combination will be called a primal network as depicted in Fig. 11. In the primal network, nodes #1 and #6 are the bottlenecks since the blocking will be most severe for these nodes. Most of the buffers in the optimization will be allocated to these nodes.

![Figure 11: Primal Network Topology](image-url)

The dual network derived from a dual graph representation of the primal network represents a tree topology (see Fig. 12). In the dual network, on the other hand, nodes #3 and #4 are the bottlenecks so again as in the primal network, the buffer allocation will be directed to these nodes. Since the bottleneck nodes in both the primal and dual network are critically important we will allocate additional servers to them in the experiments.

![Figure 12: Dual Network Topology](image-url)

For both of these networks, six simulation experiments were conducted across the $s^2$ values. In all the experiments, $\lambda = 7$ was chosen as an arrival rate to the
The nonlinear growth rate of the buffers is consistent with what one would think should happen to the bottleneck nodes. For the simulations in this multi-server case, Table 13, the general performance results are pretty encouraging. Included in these tables is the % deviation from the throughput values for the analytical model is very encouraging. Included in these tables is also the % deviation for the analytical results on the throughput, $\Delta % \lambda$, and the objective function value, $\Delta % Z_\alpha$. One notices that the % deviation from the throughput for the analytical model is very encouraging $\sim 0$ and the % deviation from the objective function values is well within 10% which is very reasonable.

5.7 Larger Bottleneck Networks

Let us take a subgraph decomposition of the 3d cube of Fig. 2, as seen in Fig. 13. This represents a complex series, merge, and split network of 12 nodes and 13 arcs. Flow is directed along the spine of the cube. Each of the bottleneck nodes $\{e, h, k\}$ will incur significant blocking and it will reverberate throughout the network. Intuition tells us that the bottleneck nodes will receive the most buffers, yet we also wish to factor into the equation the effect of $s^2$. For the first experiment, all the nodes have single servers.

Tab. 10 illustrates the resulting buffer allocations for the network as a function of the input traffic rate which varies from $\lambda = \{5, \ldots, 9\}$ and $s^2 = \{1, 0, 2\}$ in this order. The nonlinear growth rate of the buffers is consistent with what one would think should happen to the bottlenecks servers. Fig. 14 illustrates the allocation of the buffers to the bottleneck nodes in the topology to nodes $e, h, k$ respectively. While the allocations are not convex (since the buffers are discrete), they show that the monotonically increasing function of $s^2$ and the depth of the bottlenecks in the cubic topology. The results are also intuitively appealing in that the buffer under the deterministic service time $s^2 = 0$ is roughly half of the allocation under the $s^2 = 2$ variation.

In the simulation comparisons which follow, the idea is to see how close to optimal one might be given that the simulation is supposedly exact. For each $s^2$ variation experiment, we have perturbed the bottleneck buffer nodes $e, h, k$ by $\pm 1$ buffer to see how $Z$ behaves. In Tab. 11 the general performance results are pretty encouraging. $\theta$ is within the 95% confidence intervals in the $s^2 = 0, 1$ results but not so for $s^2 = 2$. The percentage deviations in $\theta$ are very acceptable. The percentage deviations in $Z$ are very acceptable in $s^2 = 0, 1$ but borderline for $s^2 = 2$. We seem to overestimate the buffers needed with our methodology based upon the $Z$—value simulation results.

Now, let us perform another experiment where we allocate more servers to the bottleneck nodes. Say that the number of servers are set to $c_e = 2, c_h = 3, c_k = 4$. Again for each $s^2$ variation experiment, we have perturbed the bottleneck buffer nodes $e, h, k$ by $\pm 1$ buffer to see how $Z$ behaves. Tab. 12 illustrates the allocation for this new configuration. Again the buffer pattern results are consistent with what is expected from Tab. 10, although the bottlenecks receive fewer buffers because there are now multiple servers.

For the simulations in this multi-server case, Tab. 13, 

![Figure 13: Cubic Sub-graph](image-url)
### Table 8: Primal 6-node Network Results

<table>
<thead>
<tr>
<th>$s^2$</th>
<th>$c$</th>
<th>$\theta(x)$</th>
<th>$Z_\alpha$</th>
<th>$x$</th>
<th>$\theta(x)^\alpha$</th>
<th>$\delta$</th>
<th>$Z_{\alpha}^\gamma$</th>
<th>$\Delta % \theta(x)$</th>
<th>$\Delta % Z_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>(1,1,1,1,1,1)</td>
<td>6.993</td>
<td>59.25</td>
<td>(14,6,6,6,14,6)</td>
<td>6.998</td>
<td>0.004</td>
<td>64.50</td>
<td>0.0716</td>
<td>-8.14</td>
</tr>
<tr>
<td>1</td>
<td>(2,1,1,1,1,2)</td>
<td>6.989</td>
<td>69.41</td>
<td>(17,6,6,6,17,6)</td>
<td>6.990</td>
<td>0.003</td>
<td>67.80</td>
<td>-0.0143</td>
<td>2.37</td>
</tr>
<tr>
<td>3/2</td>
<td>(1,1,1,1,1,1,1)</td>
<td>6.989</td>
<td>75.24</td>
<td>(18,7,7,7,7,18)</td>
<td>6.992</td>
<td>0.003</td>
<td>72.30</td>
<td>-0.0429</td>
<td>4.07</td>
</tr>
</tbody>
</table>

### Table 9: Dual 6-node Network Results

<table>
<thead>
<tr>
<th>$s^2$</th>
<th>$c$</th>
<th>$\theta(x)$</th>
<th>$Z_\alpha$</th>
<th>$x$</th>
<th>$\theta(x)^\alpha$</th>
<th>$\delta$</th>
<th>$Z_{\alpha}^\gamma$</th>
<th>$\Delta % \theta(x)$</th>
<th>$\Delta % Z_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>(1,1,1,1,1,1)</td>
<td>6.993</td>
<td>59.25</td>
<td>(6,6,14,14,6,6)</td>
<td>6.993</td>
<td>0.004</td>
<td>55.40</td>
<td>0.0000</td>
<td>6.95</td>
</tr>
<tr>
<td>1</td>
<td>(1,1,1,2,1,1)</td>
<td>6.989</td>
<td>69.41</td>
<td>(6,6,17,17,6,6)</td>
<td>6.989</td>
<td>0.003</td>
<td>68.70</td>
<td>0.0000</td>
<td>1.03</td>
</tr>
<tr>
<td>3/2</td>
<td>(1,1,1,1,1,1,1)</td>
<td>6.989</td>
<td>75.24</td>
<td>(7,7,18,18,7,7)</td>
<td>6.990</td>
<td>0.004</td>
<td>74.00</td>
<td>-0.043</td>
<td>1.68</td>
</tr>
</tbody>
</table>

### Table 10: 12-node Cube Results

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\delta$</th>
<th>$\epsilon$</th>
<th>$\zeta$</th>
<th>$\Delta % \theta(x)$</th>
<th>$\Delta % Z_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
<td>2/2</td>
<td>3/3</td>
<td>4/4</td>
<td>5/5</td>
<td>6/6</td>
<td>7/7</td>
<td>8/8</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>8</td>
<td>9</td>
<td>10</td>
</tr>
</tbody>
</table>

### Table 11: 12-node Cube Single-server Network Results

<table>
<thead>
<tr>
<th>$s^2$</th>
<th>$c$</th>
<th>$\theta(x)$</th>
<th>$Z_\alpha$</th>
<th>$x$</th>
<th>$\theta(x)^\alpha$</th>
<th>$\delta$</th>
<th>$Z_{\alpha}^\gamma$</th>
<th>$\Delta % \theta(x)$</th>
<th>$\Delta % Z_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1,1,1)</td>
<td>4.992</td>
<td>54.435</td>
<td>(4,2,4,4,2,4,2,6,6,2)</td>
<td>4.9892</td>
<td>0.00320</td>
<td>54.80</td>
<td>0.0080</td>
<td>1.5</td>
</tr>
<tr>
<td>1</td>
<td>(1,1,1)</td>
<td>4.992</td>
<td>54.435</td>
<td>(4,2,4,4,2,4,2,6,6,2)</td>
<td>4.9916</td>
<td>0.00350</td>
<td>55.30</td>
<td>0.0080</td>
<td>1.5</td>
</tr>
<tr>
<td>1</td>
<td>(1,1,1)</td>
<td>4.992</td>
<td>54.435</td>
<td>(4,2,4,4,2,4,2,6,6,2)</td>
<td>4.9907</td>
<td>0.00302</td>
<td>57.40</td>
<td>0.0080</td>
<td>1.5</td>
</tr>
<tr>
<td>0</td>
<td>(1,1,1)</td>
<td>6.993</td>
<td>55.81</td>
<td>(4,2,4,4,4,3,7,3,7,2,7)</td>
<td>6.9956</td>
<td>0.00301</td>
<td>50.40</td>
<td>-0.0400</td>
<td>5.1</td>
</tr>
<tr>
<td>0</td>
<td>(1,1,1)</td>
<td>6.993</td>
<td>55.81</td>
<td>(4,2,4,4,4,3,7,3,7,2,7)</td>
<td>6.9959</td>
<td>0.00333</td>
<td>51.30</td>
<td>-0.0400</td>
<td>5.1</td>
</tr>
<tr>
<td>0</td>
<td>(1,1,1)</td>
<td>6.993</td>
<td>55.81</td>
<td>(4,2,4,4,4,3,7,3,7,2,7)</td>
<td>6.9950</td>
<td>0.00332</td>
<td>57.00</td>
<td>-0.0400</td>
<td>5.1</td>
</tr>
</tbody>
</table>

### Table 12: 12-node Cube Multi-server Results

<table>
<thead>
<tr>
<th>$s^2$</th>
<th>$c$</th>
<th>$\theta(x)$</th>
<th>$Z_\alpha$</th>
<th>$x$</th>
<th>$\theta(x)^\alpha$</th>
<th>$\delta$</th>
<th>$Z_{\alpha}^\gamma$</th>
<th>$\Delta % \theta(x)$</th>
<th>$\Delta % Z_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(1,1,1)</td>
<td>8.981</td>
<td>138.67</td>
<td>(7,7,7,7,7,7,7,7,7,2,2,2,2,7,1)</td>
<td>8.9965</td>
<td>0.00306</td>
<td>121.40</td>
<td>-0.1500</td>
<td>10.49</td>
</tr>
<tr>
<td>2</td>
<td>(1,1,1)</td>
<td>8.981</td>
<td>138.67</td>
<td>(7,7,7,7,7,7,7,7,7,2,2,2,2,2)</td>
<td>8.9961</td>
<td>0.00306</td>
<td>125.50</td>
<td>-0.1500</td>
<td>10.49</td>
</tr>
<tr>
<td>3</td>
<td>(1,1,1)</td>
<td>8.981</td>
<td>138.67</td>
<td>(7,7,7,7,7,7,7,7,7,2,2,2,2,2,2,2)</td>
<td>8.9961</td>
<td>0.00306</td>
<td>128.90</td>
<td>-0.1500</td>
<td>10.49</td>
</tr>
</tbody>
</table>
the results for the confidence intervals are similar to the single-server case while the percentage deviations on \( \theta \) and \( Z \) are even more acceptable. Again, we seem to overestimate the number of buffers needed with our methodology based upon the simulation results and the \( Z \)-values which resulted.

It is interesting that in the \( s^2 = 0 \) experiments in Tab. 12, adding the servers for the experiments in \( \lambda = 6, 7, 8, 9 \) is worse than adding the buffers in Tab. 10. This is somewhat counterintuitive, however, just reducing the variability and having the \( s^2 = 0 \) and adequate buffers is a cheaper solution than adding the servers for the objective function in question, whereas for the higher variability concerns \( s^2 = \{1, 2\} \), adding the servers (assuming an equivalent cost to the buffers) is beneficial especially at the higher traffic levels. Therefore, one must be careful in arbitrarily adding servers to a network topology, since there may be other ways of improving performance such as reducing \( s^2 \) or adding buffers or both.

At this point we could continue to run more experiments with larger and more complex networks. We choose to stop here, since that process would be endless, and perhaps not reveal more than we have already shown.

6 Summary and Conclusions

We have provided a comprehensive approach to the buffer allocation problem of finite open queueing networks with general service and multiple-servers. Both the derivation of the blocking probability formulas used in the experiments as well as the optimization methodology have been described. Numerous experiments illustrating the scope and limitations of the approach have been shown.

Open Questions

Among the possible directions this research could evolve would be with the various applications of the algorithm such as in manufacturing and assembly problems, facility planning and layout design, telecommunication, and computer system network design problems. Since some of these applications require BBS and RPB blocking protocols, we would have to revise the Expansion method to do so. This is a valid research issue.

We have not examined in any detail the situation where we make the number of servers \( c \) a decision variable. This would require a possible re-structuring of the optimization approach and we decided not to carry out this activity at this stage of the research. One discouraging thing about the number of servers is that they do not seem as critical as the number of buffers which was evident in our results. Other researchers have found similar results about the importance of the number of buffers.

Another facet worth considering is that the material handling transfer time or people movement problems of these networks would require us to incorporate \( M/G/\infty \) and \( M/G/c/c \) travel times. This modification would add additional nodes to the network and would make the optimization methodology even more comprehensive. We are carefully considering this option.

Another possible extension is to include networks with feedback loops as this is often found in manufacturing as well as other service sector problems. Feedback loops cause strong dependencies within the networks, so this needs careful consideration.

Improvements to the Expansion method can also occur so that it can handle higher traffic levels with even more variability and uncertainty, perhaps even with general arrival processes.

We hope that the reader senses the power of this approach and the ability we now have to tackle these complex network planning and design problems. One hopes that we can make further improvements to this
Figure 14: Bottleneck BAPs in cubic architecture

network design process in future research.
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