APPLYING THE PRODUCT PARTITION MODEL TO THE IDENTIFICATION OF MULTIPLE CHANGE POINTS
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The multiple change point identification problem may be encountered in many subject areas, including disease mapping, medical diagnosis, industrial control, and finance. One appealing way of tackling the problem is through the product partition model (PPM), a Bayesian approach. Nowadays, practical applications of Bayesian methods have attracted attention perhaps because of the generalized use of powerful and inexpensive personal computers. A Gibbs sampling scheme, simple and easy to implement, is used to obtain the estimates. We apply the algorithm to the analysis of two important stock market data in Brazil. The results show that the method is efficient and effective in analyzing change point problems.
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1. Introduction

Many subject areas share interest in change-point identification problems, including disease mapping, medical diagnosis, industrial control, and finance. For instance, Fig. 1 shows two important stock market indexes in Brazil, expressed in terms of monthly returns, from January, 1991, to August, 1999, namely IBOVESPA (Índice Geral da Bolsa de São Paulo) and IBOVMESB (Índice da Bolsa de Valores de Minas Gerais, Espírito Santo e Brasília). For such series, it is important to know, e.g. for the evaluation of financial risks [21], whether or not multiple change points
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occurred in the expected means (returns) and in the expected variances (volatilities) of the returns.

Some possible tools already considered to tackle this important problem include either Bayesian [13,22,26] and non-Bayesian approaches [12,14,27]. In particular, this paper is concerned with a Bayesian approach to the multiple change-point identification problem, more specifically about methods based on the well-known Product Partition Model (PPM).

The PPM was introduced by Hartigan [11], as a generalization of several models [13,22,26]. One of the advantages of using the PPM is that the number of change points in the series is a random variable in opposition to models that consider it fixed, as in threshold models [6]. Later, Barry and Hartigan [2,3] and Crowley [7] considered the PPM for the identification of multiple change points in the normal means. By using previous results [15], Loschi et al. [18] extended the PPM to the identification of multiple change points in the means and variances of normal data. Loschi et al. [18] obtained the product estimates by means of a recursive algorithm from Yao [28] and proposed a Gibbs sampling scheme to obtain the posterior distributions for the number of change points and for the instants when the changes occurred. Loschi et al. [17] also extended the PPM to include a prior specification for the parameter $p$ that describes the probability of having a change point at each instant of the time and they proposed a Gibbs sampling scheme to obtain the posterior relevances involved in the product estimate computation. As another contribution to the subject, Loschi and Cruz [16] asserted the adequacy of some prior distributions for the PPM.

The aim of this paper is to apply the PPM to the identification of multiple change points in the means, $\mu$, and variances, $\sigma^2$, of normal data, assumed a prior distribution to parameters $\mu$, $\sigma^2$, and $p$. More specifically, the PPM will be applied to the analysis of two important indexes of the Brazilian stock market, Fig. 1.
This paper is organized as follows. Section 2 provides a brief note on Bayesian statistics, reviews the parametric approach to the PPM, presents inferential solutions to identify multiple change points for random variables normally distributed, given the means and variances, and details a Gibbs sampling scheme to implement the PPM. In Section 3, we discuss the results obtained for the Brazilian stock market indexes. Section 4 concludes the paper with final remarks and future topics for investigation.

2. Statistical Model

This section starts reviewing briefly the Bayesian approach to inference. Then, the statistical models are presented.

2.1. Bayesian Statistics

From a Bayesian point of view, a random quantity is an unknown quantity that can vary and assume different values from trial to trial (e.g. a random variable) or simply it can be a fixed quantity about which there is little (or there is not) available information (e.g. a parameter). The uncertainty about random quantities is summarized by probability distributions as usual but in the Bayesian approach uncertainty is also viewed as a subjective (or personal) evaluation.

Besides the information obtained from the data, also considered by the classical school of statistics, the Bayesian approach considers other sources of information to solve problems of inference. Let \( \theta \) be a parameter of interest that assumes values in the parametric space \( \Theta \). Denote by \( \mathcal{H} \) the previous information and knowledge about \( \theta \). Based on \( \mathcal{H} \), the uncertainty about \( \theta \) is summarized by the prior distribution \( p(\theta | \mathcal{H}) \). The prior distribution is the inference about \( \theta \) before observing any data. If \( \Theta \) is a finite set, this inference represents the chance of occurrence of each value \( \theta \) in \( \Theta \).

In general, \( \mathcal{H} \) does not contain all relevant information about the parameter. In this case, the prior distribution is not a good inference for \( \theta \). If the information content of \( \mathcal{H} \) is not enough, an experimental design must be performed to obtain further information about the parameter. Suppose that a random variable \( X \) related to \( \theta \) can be observed. Before observing \( X \), the uncertainty about this quantity is summarized by the likelihood function \( p(X | \theta, \mathcal{H}) \), supposed known a fixed value of \( \theta \). Notice that the likelihood function gives the probability of occurrence of each particular sample \( x \) of \( X \), in the case that \( \theta \) is the true value for the parameter. After performing the experiment, the prior opinion about \( \theta \) must be updated using the new information \( x \). The usual tool to update the prior distribution is the Bayes theorem. Thus, the posterior distribution for \( \theta \) is given by

\[
p(\theta | x, \mathcal{H}) = \frac{p(x | \theta, \mathcal{H}) p(\theta | \mathcal{H})}{p(x | \mathcal{H})},
\]  

(2.1)
where the prior predictive distribution \( p(x|\mathcal{H}) \) is calculated using the following expression:

\[
p(x|\mathcal{H}) = \int p(X|\theta, \mathcal{H})p(\theta|\mathcal{H})d\theta. \tag{2.2}
\]

The posterior distribution computed in Eq. (2.1) describes the uncertainty about \( \theta \) after observing the data, that is, \( p(\theta|X, \mathcal{H}) \) is the posterior inference about \( \theta \). Thus, point (Bayes) estimates for \( \theta \) can be obtained computing summaries from the posterior distribution. In this case, the resulting estimates depend on the loss function we choose. For example, if we consider the square error loss function, the Bayes estimator for \( \theta \) is the mean of the posterior distribution of \( \theta \). From the posterior distribution we can also construct interval estimates — the credibility interval — or perform hypothesis tests. More about Bayesian statistics can be found in the literature [8,4,23,24]

### 2.2. Product Partition Model

The PPM is a Bayesian model to treat change-point problems which consider special forms for the likelihood function as well as for the prior distribution for the parameter \( \rho \) that denotes the instants when the change points have taken place.

In the parametric approach to the PPM [3], we consider that the sequence of random variables \( X_1, \ldots, X_n \), conditionally in \( \theta_1, \ldots, \theta_n \), has conditional marginal densities \( f_1(X_1|\theta_1), \ldots, f_n(X_n|\theta_n) \). We also assume that, given the partition \( \rho = \{i_0, \ldots, i_b\} \) of the set \( I \cup \{0\} \), \( I = \{1, \ldots, n\} \), \( b \in I \), such that \( 0 = i_0 < i_1 < \cdots < i_b = n \), we have that \( \theta_{i_r} = \theta_{[i_{r-1}, i_r]} \) for every \( i_{r-1} < i_r \leq i_v \), for \( r = 1, \ldots, b \), and that \( \theta_{[i_0, i_1]}, \ldots, \theta_{[i_{b-1}, i_b]} \) are independent, with \( \theta_{[ij]} \) having (block) prior density \( \pi_{[ij]}(\theta) \), where \( \theta \in \Theta_{[ij]} \) and \( \Theta_{[ij]} \) is the parameter space corresponding to the common parameter, say, \( \theta_{[ij]} = \theta_{i+1} = \cdots = \theta_j \), which indexes the conditional density of \( X_{[ij]} = (X_{i+1}, \ldots, X_j)' \). Denote by \( c_{[ij]} \), \( i, j \in I \cup \{0\}, i < j \), the prior cohesions associated with the block \( [ij] \). The prior cohesions are a personal choice and, in the analysis of time series, they can be interpreted as the transition probability of having a change in the instant \( j \) given that a change has occurred in the instant \( i \).

In the parametric case, we consider that two observations \( X_i \) and \( X_j, i \neq j \), are in the same block if they are identically distributed. Thus, \( (X_1, \ldots, X_n, \rho) \) follows the PPM if:

i) The prior distribution of \( \rho \) is the following product distribution:

\[
P(\rho = \{i_0, \ldots, i_b\}) = \frac{\prod_{j=1}^{b} c_{[j_{i+1}j]}}{\sum_C \prod_{j=1}^{b} c_{[j_{i+1}j]}}, \tag{2.3}
\]

where \( C \) is the set of all possible partitions of the set \( I \cup \{0\} \) into \( b \) contiguous blocks with endpoints \( i_1, \ldots, i_b \), satisfying the condition \( 0 = i_0 < i_1 < \cdots < i_b = n \), for all \( b \in I \);
ii) conditionally on \( \rho = \{i_0, \ldots, i_b \} \), the sequence \( X_1, \ldots, X_n \) has the joint
density given by
\[
f(X_1, \ldots, X_n | \rho) = \prod_{j=1}^{b} f_{[i_{j-1}, i_j)}(X_{[i_j, i_{j+1})}),
\]
where \( f_{[i,j)}(X_{[i,j)}) \) is the joint density of the random vector \( X_{[i,j)} = (X_{i+1}, \ldots, X_{j} \}' \), given by
\[
f_{[i,j)}(X_{[i,j)}) = \int_{\Theta_{i,j}} f_{[i,j)}(X_{[i,j)} | \theta) \pi_{[i,j)}(\theta) d\theta.
\]
Assuming the PPM and a square error loss function, Barry and Hartigan \[3\] state that the posterior expectation (or product estimate) of \( k \) for \( k = 1, \ldots, n \), in which the posterior relevance for the block \([ij]\) is given by
\[
r^*_{ij} = \frac{\lambda_{[0]} c^*_{ij} \lambda_{[jn]}}{\lambda_{[0n]}},
\]
where \( c^*_{ij} = c_{ij} f_{ij}(X_{[ij)}) \) is the posterior cohesion for the block \([ij]\) and \( \lambda_{[ij]} = \sum_{k=1}^{b} c^*_{ij k}, \) and the summation is over all partitions of \([i+1, \ldots, j]\) in \( b \) blocks
with endpoints \( i_0, i_1, \ldots, i_b \), satisfying the condition \( i = i_0 < i_1 < \cdots < i_b = j \). The posterior relevance \( r^*_{ij} \) is the posterior probability that the block \([ij]\) is in the
partition \( \rho \), which is computed by means of Eq. (2.1).

The other parameter considered is the number of blocks \( B \) (or the number of change points, \( B - 1 \)) in \( \rho \). If the PPM is assumed, the posterior distribution of \( B \) is given by
\[
P(B = b | X_1, \ldots, X_n) \propto \prod_{j=1}^{b} c^*_{ij-1,i_j},
\]
From Eq. (2.1), we obtain that the posterior distribution of \( \rho \) has the same form of the prior distribution given in (2.3), considering the posterior cohesion \( c^*_{ij} \).

2.3. Normal Case
For the normal case \[18\], it is assumed that \( \theta_1 = (\mu_1, \sigma^2_1) \), \( \ldots \), \( \theta_n = (\mu_n, \sigma^2_n) \), such that \( X_{[k]} \sim N(\mu_k, \sigma^2_k) \), \( k = 1, \ldots, n \), and that they are independent. It is also assumed that the common parameter \( \theta_{[ij]} = (\mu_{[ij]}, \sigma^2_{[ij]}) \), related to the block \([ij]\), has the following conjugate normal-inverted-gamma prior distribution:
\[
\theta_{[ij]} = (\mu_{[ij]}, \sigma^2_{[ij]}) \sim NIG(m_{[ij]}, v_{[ij]}; a_{[ij]}/2, d_{[ij]}/2),
\]
that is,
\[
\begin{align*}
\mu_{[ij]} & \sim N(m_{[ij]}, v_{[ij]} \sigma^2_{[ij]}), \\
\sigma^2_{[ij]} & \sim IG(a_{[ij]}/2, d_{[ij]}/2),
\end{align*}
\]
where $m_{[ij]} \in \mathbb{R}$, $a_{[ij]}$, $d_{[ij]}$, and $v_{[ij]}$ are positive values, and $\mathcal{IG}(a,d)$ denotes the inverted-gamma distribution with parameters $a$ and $d$, plotted in Fig. 3, with the following density function (for details, see the book of O’Hagan [24]):

$$f(\sigma^2) = \frac{(a/2)^{d/2}}{\Gamma(d/2)}(\sigma^2)^{-d+2} \exp \left\{ -\frac{a}{2\sigma^2} \right\}, \quad \sigma^2 > 0.$$  

By means of Eq. (2.2), we prove that the random vector $X_{[ij]}$ follows a $(j-i)$-dimensional Student-$t$ distribution denoted by $X_{[ij]} \sim t_{j-i}(m_{[ij]}, V_{[ij]}; a_{[ij]}, d_{[ij]})$ with density function given by

$$f(X_{[ij]}) = K(d_{[ij]}, j-i) \times a_{[ij]}^{d_{[ij]}/2} \times |V_{[ij]}|^{-1/2} \times$$

$$\left\{ a_{[ij]} + \left( X_{[ij]} - m_{[ij]} \right)^t V_{[ij]}^{-1} \left( X_{[ij]} - m_{[ij]} \right) \right\}^{(d_{[ij]}+j-i)/2},$$

(2.10)

where $K(d, k) = \Gamma\left(\frac{d+k}{2}\right)/\{\Gamma\left(\frac{d}{2}\right)\pi^{k/2}\}$, $m_{[ij]} = m_{[ij]} 1_{j-i}$, $V_{[ij]} = I_{j-i} + v_{[ij]}1_{j-i}1_{j-i}^t$, $1_n$ is the $n \times 1$ vector of ones, and $I_n$ denotes the $n \times n$ identity matrix (see more about Student-$t$ distribution in the paper of Arellano-Valle and Bolfarine [1]).

From Eq. (2.1), the conditional marginal densities of $\mu_{[ij]}$ and $\sigma^2_{[ij]}$, given $X_{[ij]}$, are respectively:

$$\left\{ \begin{array}{l}
\mu_{[ij]}|X_{[ij]} \sim t\left(m^{*}_{[ij]}, v^{*}_{[ij]}, a^{*}_{[ij]}, d^{*}_{[ij]}\right), \\
\sigma^2_{[ij]}|X_{[ij]} \sim \mathcal{IG}\left(a^{*}_{[ij]/2}, d^{*}_{[ij]/2}\right),
\end{array} \right.$$  

(2.11)

where

$$\left\{ \begin{array}{l}
m^{*}_{[ij]} = \frac{(j-i)v_{[ij]}X_{[ij]}}{(j-i)v_{[ij]}+1} + \frac{m_{[ij]}}{v_{[ij]}+1}, \\
v^{*}_{[ij]} = \frac{(j-i)v_{[ij]}+1}{(j-i)v_{[ij]}}, \\
d^{*}_{[ij]} = d_{[ij]} + j - i, \\
a^{*}_{[ij]} = a_{[ij]} + q_{[ij]}(X_{[ij]}),
\end{array} \right.$$  

(2.12)

with

$$q_{[ij]}(X_{[ij]}) = \sum_{r=i+1}^{j} (X_r - \bar{X}_{[ij]})^2 + \frac{(j-i)(X_{[ij]} - m_{[ij]})^2}{(j-i)v_{[ij]}+1}$$

and

$$\bar{X}_{[ij]} = \frac{1}{j-i} \sum_{r=i+1}^{j} X_r.$$  

Consequently, it is observed that

$$\left\{ \begin{array}{l}
\hat{\mu}_{[ij]} = E(\mu_{[ij]} | X_{[ij]}) = m^{*}_{[ij]}, \quad \text{if } d^{*}_{[ij]} > 1, \\
\hat{\sigma}^2_{[ij]} = E(\sigma^2_{[ij]} | X_{[ij]}) = \frac{a^{*}_{[ij]}}{d^{*}_{[ij]/2}}, \quad \text{if } d^{*}_{[ij]} > 2.
\end{array} \right.$$  

(2.13)
From Eq. (2.6) and (2.13), it follows that the product estimates for the parameters \( \mu_k \) and \( \sigma_k^2 \), \( k = 1, \ldots, n \), are given by

\[
\begin{align*}
\hat{\mu}_k &= E(\mu_k | X_1, \ldots, X_n) = \sum_{i=0}^{k-1} \sum_{j=k}^{n} r_{[i,j]}^* m_{[i,j]}^*, \quad \text{if } d_{[i,j]}^* > 1, \\
\hat{\sigma}_k^2 &= E(\sigma_k^2 | X_1, \ldots, X_n) = \sum_{i=0}^{k-1} \sum_{j=k}^{n} r_{[i,j]}^* a_{[i,j]}^* \frac{a_{[i,j]}^*}{2}, \quad \text{if } d_{[i,j]}^* > 2.
\end{align*}
\]

(2.14)

The posterior relevances \( r_{[i,j]}^* \) can be obtained from Eq. (2.7) and (2.10).

For the PPM considered in this paper, the prior cohesions proposed by Yao [28] are assumed, that is, for block \([ij]\) we consider

\[
c_{[ij]} = \begin{cases} 
  p(1-p)^{j-i-1}, & \text{if } j < n, \\
  (1-p)^{j-i-1}, & \text{if } j = n,
\end{cases}
\]

(2.15)

for all \( i, j \in I \), \( i < j \), where \( p \), \( 0 < p < 1 \), is the probability that a change occurs at any instant in the sequence. Notice that, as a truncated geometric distribution is memoryless, this choice imply that we are assuming that the past change points are noninformative about the future change points.

Consequently, for the normal case, the posterior cohesion for the block \([ij]\) becomes

\[
c_{[ij]}^* = \begin{cases} 
  \frac{p(1-p)^{j-i-1} K(d_{[ij]}, j-i) a_{[ij]}^*}{(1+(j-i)v_{[ij]})^{1/2} (a_{[ij]}^* + q_{[ij]} | X_{[ij]}|)^{1/2}}, & \text{if } j < n, \\
  \frac{(1-p)^{j-i-1} K(d_{[ij]}, j-i) a_{[ij]}^*}{(1+(j-i)v_{[ij]})^{1/2} (a_{[ij]}^* + q_{[ij]} | X_{[ij]}|)^{1/2}}, & \text{if } j = n.
\end{cases}
\]

(2.16)

2.4. A Gibbs Sampling Scheme Applied to the PPM

An extraordinary array of problems in Bayesian inference has been solved by Markov chain Monte Carlo (MCMC) methods since when the seminal paper by Gelfand and Smith [10] illustrated how easily a variety of intractable problems could be approximately solved. This ease of use led to an explosion of research since complex Bayesian models without analytical solution could be tractable by MCMC methods. Recent results and overviews of the research in this area includes the papers by MacEachern and Peruggia [19], Robert [25], and Besag et al. [5], to cite a few. In particular, our purpose is to use Gibbs sampling as a generation scheme of posterior distributions. We will now describe briefly the method to estimate the posterior distributions of \( B \) and \( \rho \), and the posterior relevance of each block \([ij]\), as proposed by Loschi et al. [17].

Let assume the auxiliary random quantity \( U_i \) which reflects whether or not a change point occurred at the time \( i \), that is
$U_i = \begin{cases} 1, & \text{if } \theta_i = \theta_{i+1}, \\ 0, & \text{if } \theta_i \neq \theta_{i+1}, \end{cases}$

where $i = 1, \ldots, n - 1$.

The vector $U^k = (U^k_1, \ldots, U^k_{n-1})$ at the $k$th step is generated by using the Gibbs sampling as follows.

Considering a beta prior distribution for $p$, that is, $p \sim \mathcal{B}(\alpha, \beta)$, $\alpha, \beta > 0$, it is sufficient to consider the ratio given by the following expression, in order to generate the vectors $U^k$'s:

$$R_r = \frac{f_{[xy]}(X_{[xy]})\Gamma(n + \beta - b + 1)\Gamma(b + \alpha - 2)}{f_{[xr]}(X_{[xr]})f_{[ry]}(X_{[ry]})\Gamma(b + \alpha - 1)\Gamma(n + \beta - b)},$$

(2.17)

where:

$$x = \begin{cases} \max i \\ \text{s.t.: } 0 < i < r, \quad U^k_{i} = 0, \\ 0, & \text{if there is } U^k_i = 0, \text{ for some } i \in \{1, \ldots, r-1\}, \\ & \text{otherwise}, \end{cases}$$

and

$$y = \begin{cases} \min i \\ \text{s.t.: } r < i < n, \quad U^k_{i-1} = 0, \\ 0, & \text{if there is a } U^k_{i-1} = 0, \text{ for some } i \in \{r+1, \ldots, n-1\}, \\ & \text{otherwise}, \end{cases}$$

since the $r$th element at the $k$th step $U^k_r$ is generated from the conditional distribution:

$$U^k_r|U^k_1, \ldots, U^k_{r-1}, U^k_{r+1}, \ldots, U^k_{n-1}, X_1, \ldots, X_n; p,$$

where $r = 1, \ldots, n - 1$, starting from an initial vector $U^0 = (U^0_1, \ldots, U^0_{n-1})$.

Notice that, in the normal case, $f_{[ij]}(X_{[ij]})$ is the Student-$t$ distribution given in Eq. (2.10). Consequently, the criterion for choosing the values $U^k_r$ becomes

$$U^k_r = \begin{cases} 1, & \text{if } R_r \geq \frac{1}{u}, \\ 0, & \text{otherwise}, \end{cases}$$

where $r = 1, \ldots, n - 1$ and $u \sim U(0, 1)$.

We remark that the posterior relevance of the block $[ij]$, for $i < j$, used in Eq. (2.6) to estimate $\theta_k$, can be obtained by computing the proportion of samples that presents $U^k_i = 0$, $U^k_{i+1} = \ldots = U^k_{j-1} = 1$, and $U^k_j = 0$. The random quantity $\rho$ is perfectly identified by considering a vector of these random quantities. Consequently, we can estimate the posterior probability for each particular partition in $b$ contiguous blocks, $\rho = \{i_0, i_1, \ldots, i_b\}$. We also remark that it is possible to use this
algorithm
read all prior specifications
read $X_1, \ldots, X_n$
for all $i,j \in \{0, \ldots, n\}$ such that $i < j$
do
$c^*_{ij} \leftarrow \text{Eq. (2.16)}$
end for
for $k = 1$ to SAMPLES do
generate $U^k$
end for
for all $i,j \in \{0, \ldots, n\}$ such that $i < j$
do
$r^*_{ij} \leftarrow \text{proportion of samples such that } U^k_i = 0, U^k_{i+1} = \cdots = U^k_{j-1} = 1, U^k_j = 0$
end for
for all $i,j \in \{0, \ldots, n\}$ such that $i < j$
do
$\hat{X}^*_{(ij)} \leftarrow \frac{1}{j-i} \sum_{r=i+1}^j X_r$
$m^*_{ij} \leftarrow \frac{(j-i)m_{ij}X^*_{ij}}{n_{ij} + 1} + \frac{m_{ij}}{(j-i)n_{ij} + 1}$
$v^*_{ij} \leftarrow \frac{q_{ij}(X^*_{ij})}{(j-i)v_{ij} + 1}$
$d^*_{ij} \leftarrow d_{ij} + j - i$
$q_{ij}(X^*_{ij}) \leftarrow \sum_{r=i+1}^j (X_r - \hat{X}^*_{(ij)})^2 + \frac{(j-i)(X^*_{ij} - m^*_{ij})^2}{(j-i)n_{ij} + 1}$
$a^*_{ij} \leftarrow a_{ij} + q_{ij}(X^*_{ij})$
end for
for $k = 1$ to $n$ do
$E(\mu_k|X_1, \ldots, X_n) \leftarrow \sum_{i=0}^{k-1} \sum_{j=k}^n r^*_{ij} m^*_{ij}$
$E(\sigma^2_k|X_1, \ldots, X_n) \leftarrow \sum_{i=0}^{k-1} \sum_{j=k}^n r^*_{ij} a^*_{ij}$
end for
write $E(\mu_1), E(\sigma^2_1), \ldots, E(\mu_n), E(\sigma^2_n)$
write $B^k$
end algorithm

Fig. 2. PPM Gibbs sampling algorithm.
procedure to estimate the posterior distribution of $B$ (or the posterior distribution of the number of change points, $B - 1$) by noticing that

$$B^k = 1 + \sum_{i=1}^{n-1} (1 - U_i^k),$$

which completes the algorithm, shown in pseudo-code in Fig. 2.

3. Application to the Brazilian Indexes

In this section, we will focus on the identification of multiple change points in the expected means (returns) and variances (volatilities) of two important Brazilian indexes, IBOVESPA and IBOVMESB, available from the authors upon request. As usual in finance, these return series were defined by the transformation $R_k = (P_k - P_{k-1})/P_{k-1}$, where $P_k$ is the closing price at the $k$th month. From Fig. 1, it seems that both series are similar and some changes along the years are suggested for the means and variances of the returns. We will see now how the PPM can be of help in capturing the time series structure.

3.1. Remarks on Modeling Means and Variances

The observations are assumed to be conditionally independent and distributed according to the normal distribution $\mathcal{N}(\mu_{ij}, \sigma^2_{ij})$, and we adopt the natural conjugate prior distribution for the parameters $\mu_{ij}$ and $\sigma^2_{ij}$ which, in this case, is a normal-inverted-gamma distribution. These assumptions are not too restrictive, since the normal distribution is appropriated for many practical applications and it was used to successfully model stock market data in the past [13]. Additionally, the normal-inverted-gamma distribution is rich enough to describe the uncertainty about the parameters under many practical circumstances. As a consequence of these assumptions, the returns are distributed according to a Student-$t$ distribution, which is appropriate to describe the stock behavior of emerging markets since the Student-$t$ distribution disclosure a structure of correlation amongst the returns and has heavier tails than the normal distribution.

For the present case, it seems reasonable to consider that

$$\begin{cases}
  v_{ij} = 1.0, \\
  a_{ij} = 1.0, \\
  d_{ij} = 4.0,
\end{cases} \quad (3.1)$$

and $m_{ij}$ being considered the general average of the respective series, for all $i, j \in I$.

In other words, from Eq. (2.9), we are considering

$$\begin{cases}
  \mu_{ij} | \sigma^2_{ij} \sim \mathcal{N}(0.1569, \sigma^2_{ij}), \\
  \sigma^2_{ij} \sim IG(1/2, 4/2),
\end{cases} \quad (3.2)$$
for the IBOVESPA and
\[
\begin{align*}
\mu_{ij} | \sigma_{ij}^2 & \sim \mathcal{N}(0.1668, \sigma_{ij}^2), \\
\sigma_{ij}^2 & \sim IG(1/2, 4/2),
\end{align*}
\]
for the IBOVMESB.

About this subjective choice, we found reasonable to consider for those series that the returns are not null on average as supposed by Hawkins [12]. If someone has a different point of view, the parameter \( m_{ij} \) should be conveniently adjusted. Concerning the volatility, the inverted-gamma distribution considered, \( IG(1/2, 4/2) \), plotted in Fig. 3, concentrates its mass in a low value and it is also as flat as our uncertainty about this parameter. These specifications can be supported by the fact that the Brazilian market is an emerging market, more susceptible to the political scenario than developed markets [21]. Other similar settings for \( a_{ij} \) and \( d_{ij} \) where considered but the results (not shown) do not differ very much.

3.2. Remarks on Modeling Change Points

And how about the change points? Is it really appropriated to model the prior cohesions the way we did in Eq. (2.15)? It seems that the answer is yes, since it is reasonable to assume that changes in the behavior of Brazilian stock return series are a consequence of the receipt of non previously anticipated information (see Loschi [15], for a in-depth view upon unpredictability), so that past changes points are non-informative concerning future change points (see Mandelbrot [20]).

Thus, one last decision that has to be made concerns the probability \( p \) of having a change. If we assumed a high value for \( p \), we would be previously considering that there are small blocks of returns. Consequently, we would be assuming the existence of a high number of change points. However, we will assume \( p \sim B(2, 32) \), plotted...
in Fig. 4, because this distribution concentrates most of its mass in small values of \( p \) and it is reasonable to expect a small number of changes in both IBOVESPA and IBOVMESB. This assumption is also in agreement with the remarks by Loschi and Cruz \[16\].

### 3.3. Computational Results

Because of its computationally intensive nature, the algorithm presented in Fig. 2 was coded in C++ (available from the authors). All tests, performed in a PC, Pentium processor 166 MHz, 32 MB RAM, took around 25 seconds of CPU time. In order to estimate the posterior relevances \( r_{ij}^* \) and the posterior distribution of \( B \) (or the number of change points, \( B - 1 \)), we generate 10,000 samples of 0-1 values with dimension 103, starting from a sequence of zeros. We discarded the initial 4,000 iterations and we selected a lag of ten to avoid correlation, what means that we worked with a net sample size of 600. Discussions about the number of iterations to be discharged and the lag to be taken can be easily found in the literature (see, for instance, the book of Gamerman \[9\]).

Figure 5 contrasts posterior estimates for the expected returns and expected volatilities for IBOVESPA and IBOVMESB at each instant of the time. We notice that the change points occurred typically at the same time and in the same direction for both series. However, against our initial expectations, considerable differences in the behavior of these series were observed. One of the changes observed in IBOVMESB, around 92, did not occur in IBOVESPA. These change points could be related to the privatization of the USIMINAS, a important state steel company located in Minas Gerais state, and to the impeachment of the Brazilian president.

These important historical facts however do not seem to produce any change in the behavior of IBOVESPA. This different behavior could be explained by the fact that IBOVESPA is the main indicator of the Brazilian economy, incorporating im-
immediately the benefits of the Brazilian government policies. The latest Brazilian currency, the Real, was introduced in July, 1994, and this fact is well captured by the PPM. The Real period has presented lower expected returns and volatilities than the previous period. Both indexes seem to have similar behavior in the Real period.

Figure 6 shows the posterior distributions of $B$, the number of blocks that occurred for each index, and Table 1 presents the respective descriptive statistics. We
notice that most of their masses are concentrated in small values, as expected. For IBOVESPA, however, the posterior distribution is more concentrated (its standard deviation is 0.49, which is lower than 1.21 — the standard deviation for IBOVMESB) and concentrates its mass on smaller values than in the IBOVMESB case (which can be perceived by the smaller values for the mean, mode, and median). Thus, we can conclude that the IBOVESPA series comes from a more stable market.

Finally, Table 2 show the five most probable partitions for IBOVESPA and IBOVMESB and their respective probabilities. We should notice that it is more probable that IBOVESPA suffered only one change (in July, 1994) and that IBOVMESB suffered three changes (in November, 1991, January, 1992, and August, 1994). The most probable partitions for each index are shown in Fig. 7. The symbol ‘·’ plotted in zero means that a change occurred at that point. Here, we can also observe that more changes occurred in IBOVMESB than in IBOVESPA.

Table 1. Descriptive Statistics for the Posterior Distribution of B

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Median</th>
<th>Mode</th>
<th>StDev</th>
<th>Q1</th>
<th>Q3</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBOVESPA</td>
<td>2.22</td>
<td>2</td>
<td>2</td>
<td>0.49</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>IBOVMESB</td>
<td>4.96</td>
<td>5</td>
<td>4</td>
<td>1.21</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 2. Some Partitions and their Posterior Probabilities

<table>
<thead>
<tr>
<th>partition</th>
<th>posterior probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBOVESPA</td>
<td></td>
</tr>
<tr>
<td>( \rho = {0, \text{Jul. 94, Aug. 99}} )</td>
<td>0.32000</td>
</tr>
<tr>
<td>( \rho = {0, \text{Jun. 94, Aug. 99}} )</td>
<td>0.16833</td>
</tr>
<tr>
<td>( \rho = {0, \text{Aug. 94, Aug. 99}} )</td>
<td>0.15167</td>
</tr>
<tr>
<td>( \rho = {0, \text{Sep. 94, Aug. 99}} )</td>
<td>0.10667</td>
</tr>
<tr>
<td>( \rho = {0, \text{May 94, Aug. 99}} )</td>
<td>0.04333</td>
</tr>
<tr>
<td>IBOVMESB</td>
<td></td>
</tr>
<tr>
<td>( \rho = {0, \text{Nov. 91, Jan. 92, Aug. 94, Aug. 99}} )</td>
<td>0.05500</td>
</tr>
<tr>
<td>( \rho = {0, \text{Nov. 91, Jan. 92, Jun. 94, Aug. 99}} )</td>
<td>0.05500</td>
</tr>
<tr>
<td>( \rho = {0, \text{Nov. 91, Jan. 92, Jul. 94, Aug. 99}} )</td>
<td>0.02833</td>
</tr>
<tr>
<td>( \rho = {0, \text{Nov. 91, Jan. 92, Sep. 94, Aug. 99}} )</td>
<td>0.02333</td>
</tr>
<tr>
<td>( \rho = {0, \text{Nov. 91, Feb. 92, Sep. 94, Aug. 99}} )</td>
<td>0.01667</td>
</tr>
</tbody>
</table>

Fig. 7. The most probable partition.
4. Final Remarks and Future Directions

We described the PPM, particularly to analyze time series, and stressed its importance for the identification of multiple change points. We detailed a Gibbs sampling scheme that avoided some of the computational difficulties of the PPM. The algorithm was coded, tested, and proved to be an efficient and useful tool for the analysis of financial data, since, in the examples considered, the results satisfactorily explained the behavior of the series.

We concluded that the IBOVESPA and IBOVMESB series had a very similar behavior and could probably be suffering influences from the same local events. We noticed that both indexes presented clusters in the expected returns and volatilities, and presented a small number of change points. These same conclusions were also driven from the Chilean stock market [18], disclosing the similarities among the Brazilian and Chilean markets. São Paulo and Minas Gerais states are two of the most important economies in Brazil, thus having high political influence. Hence, as Minas Gerais is the strongest economy involved in IBOVMESB, the similarities observed in the behavior of the IBOVESPA and IBOVMESB series are justified.

Some open questions remains. Would it be possible to find even simpler implementations for the product partition model? How big would the treatable series be? How well does the methodology fit for other subject areas? These and other similar questions are interesting and relevant topics for future research in this area.
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