
analysis in severe acute bipolar depression.
Although this positive subgroup analysis
may be valid, or perhaps not,13 one is still
faced with the inability to simply state
the overall negative outcome as negative.
Furthermore, the meta-analysis did not
include the other negative studies in acute
mania, rapid cycling or acute unipolar
depression. Those studies remain unpub-
lished in any form.

CURRENT STATUS
The recent summary paper11 includes five
acute bipolar depression studies while my
reading of the www.gsk.com website
found only three when I accessed that
site on 1 March 2008. In seeking to update
the table with those new studies, I
revisited the GSK website (accessed 7
May 2009) but I was unable to find the
previous data registry of clinical trials at
all; if it still exists, it is certainly hard to
find. A visit to the NIMH www.clinical-
trials.gov website (accessed 7 May 2009)
has 40 studies with lamotrigine in bipolar
disorder but the majority are not spon-
sored by GSK and none of the studies
listed in table 1 can be found at the NIMH
website.

Thus despite claims that the pharma-
ceutical industry is taking this matter
seriously, access to scientific research
results seems to be taking a continual
back seat to the patent protection claim of

proprietary data; public health appears to
be second in priority to capitalism.

CONCLUSIONS
Evidence based medicine—or, more sim-
ply put, the science of medicine—cannot
be taken seriously, and is certainly not
valid, if the evidence base is only partial.
The scientific literature currently is like an
under cooked meal which we think is
ready to eat. We never know whether
what we see in the evidence is correct or
biased in one direction or the other. Meta-
analyses of large published datasets are
not as meaningful as they seem when
unpublished data languish elsewhere.
Statistical tests for publication bias can
only provide some sense of the problem;
the real solution is to ask the question
first, to not presume that our evidence
base is anywhere near complete and, in
contrast with our experience, to publish
critical reviews of unpublished negative
studies, rather than setting such a high
bar on such reviews that they inevitably
fail to make it to print.
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Understanding confounding and
mediation
Michael A Babyak

In both experimental and observational
studies, many researchers attempt, often
implicitly, to identify causal relations
among variables. In trying to understand
the possible causal processes that might
have generated their data, the concepts of
confounding and mediation play a promin-
ent role. The two phenomena are often
confused, and indeed are not always
readily distinguishable. In the present
paper, I will present a brief, somewhat
simplified, introduction to confounding
and mediation. I will present basic defin-
ing criteria, how to distinguish the two

and also the problem of cases in which the
distinction is not clear, along with some
final caveats.

CONFOUNDING
The term confound arises from the Latin
confundere, to pour together or mix.1 The
English word confuse arises from the same
Latin root (http://www.merriam-web-
ster.com/). In the context of empirical
research, the term confounding is most
often encountered in situations where
some ‘‘predictor’’ of interest, let’s call it
a, is presumed to be associated causally
with some outcome, say, c. However,
there may an additional variable, b, that
also is associated with the predictor of
interest, a, and the outcome, c. In the

broadest application of the term, the
effects of a and b are said to be con-
founded—that is, mixed. (There are in
fact several ways in which the term
confounder or confounding are currently
used in research methodology but for our
purposes here we will focus on the most
common one2.) This, however, is only a
very broad use of the term. In order to
distinguish it from mediation, we will use
the more specific definition offered by
methodologists, which is as follows.
Confounding is present when the follow-
ing conditions occur: (1) both the pre-
dictor of interest and the potential
confounder must be associated with the
outcome (a and b are related to c); (2) the
predictor of interest and the confounder
must be associated (a and b are asso-
ciated); (3) the confounder is not a
presumed causal consequence of the pre-
dictor (b cannot be caused by a). When
these conditions are met, the effects of the
predictor and the confounder, a and b, on
the outcome, c, are confounded. As a
corollary to the above criteria, adjusting
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for the effect of the confounder, either by
partialling or stratification, will reduce or
eliminate the effect of the predictor of
interest. In a regression context, the
parameter estimate for the effect of a on
c will be attenuated when b is entered into
the same equation.

Example of confounding
Let us look at a real world example of
confounding. We will use one of the
examples used by Rubin in a paper on
propensity scoring.3 A large observational
study (Rubin adapted these data from
Cochran4) examining the relation
between the type of tobacco use and rates
of cancer mortality showed, contrary to
what we might expect, that individuals
who smoked either a pipe or cigar had
higher cancer death rates (35.5%) than
individuals who smoked cigarettes
(20.5%). What’s going on here?
Especially with observational data, where
there is no control via randomisation, a
good scientist will immediately ask the
questions implied by the definition of
confounding. Is there a variable that
might be associated with both tobacco
type and cancer mortality? If so, is that
variable NOT in the suspected causal
sequence between tobacco type and can-
cer mortality? A different way to pose this
question is ‘‘are there differences between
those who smoke cigarettes and those
who smoke pipes or cigars—beyond the
fact that they smoke different forms of
tobacco—that might account for the
difference in mortality?’’ One very likely
such difference is age. At least in the
present era, pipe and cigar smokers tend
to be, on average, older than cigarette
smokers. Thus it may be that the relation
between tobacco type and mortality is
spurious, existing only by way of the fact
that tobacco type is related to age. Indeed,
in the Canadian study, the average age of
the pipe smokers was nearly 70 years
while the cigarette smokers were only
about 51 years old on average. Let us walk
through the confounding criteria.
Tobacco type and age are apparently
associated with mortality; age and
tobacco type are associated; age is not in
the causal sequence between tobacco type
and cancer mortality—that is, the type of
tobacco a person uses cannot possibly
cause chronological age. So, it looks like
tobacco type and age are confounded. As
additional evidence, it turns out that after
adjusting for age, the magnitude of the
relation between the original predictor,
tobacco type, and the outcome, death, is
diminished. In fact, after adjustment for
age (Rubin uses Cochran’s4 stratification

method rather than partialling in a
regression model to make this adjust-
ment), the difference in mortality rates
between the two tobacco types vanishes.
In fact, the difference is reversed, with the
age adjusted mortality rate of almost 30%
in the cigarette group compared with just
under 20% in the pipe/cigar group. Thus
accounting for the confounding effect of
age reveals what is likely the ‘‘real’’ effect
of tobacco type on survival. The original,
unadjusted relation between tobacco type
and mortality was merely an artefact
produced by the correlation between age
and tobacco type.

Thus in carrying out any attempt to
estimate the relation between a putative
predictor and an outcome, one of the
primary questions to ask is whether one
or more variables exist that might meet
the criteria for confounding. Hopefully,
this question was asked at the design
stage of the study and, equally important,
the potential confounders were measured
and available for analysis.

MEDIATION
Mediation very closely resembles con-
founding. In the broadest sense of confus-
ing or mixing, a mediator is identical to a
confounder. Mathematically, there is lit-
erally no difference at all. In fact, with
one important exception, the criteria for
mediation can be described using the
criteria for confounding and simply sub-
stituting the word mediator for confounder.
The important exception occurs on step 3,
which concerns the presumed causal
relation among the variables. The criteria
for mediation are: (1) both the predictor
of interest and the potential mediator
must be associated with the outcome (a
and b are related to c); (2) the predictor of
interest and the mediator must be asso-
ciated (a and b are associated); (3) the
mediator is a presumed causal conse-
quence of the predictor (a causes b).
Again, partialling, or adjusting for the
effect of the mediator, will reduce or
eliminate the effect of the predictor of
interest. Note that the only difference
between the confounder and mediator
criteria is in step 3—the mediator must be
a presumed causal consequence of the
variable of interest. The mediator thus
stands in the midst of the causal chain
from a to b to c, as its Latin origin
medius—the middle—indicates.1

Example of mediation
A consulting project I worked on a few
years ago offers what I think is a splendid
example of mediation. The context was

an experiment that examined the effect of
diet on coat colour in a special breed of
mice.5 This was highly sophisticated work
involving genotyping and a number of
other technical details of which I have
only a faint grasp, but the gist of the
experiment was this. Female mice of a
very special genotype were randomly
assigned to two dietary conditions, and
were mated with males while on the diet.
One diet was presumed to alter the
expression of a gene that controlled coat
colour in offspring; the control diet was
believed to have no influence on the
expression of that gene. Thus the off-
spring of the mice in the special diet
condition were expected to have a differ-
ent coat colour than those in the control
condition. The researchers also measured
the presumed mechanism—a process
called methylation—that was thought to
be the causal link between the diet and
coat colour. In our mediation framework,
the dietary condition is the predictor of
interest (a); methylation is the potential
mediator (b) and coat colour, the outcome
(c). Following the mediation criteria, the
researchers first showed that indeed, the
offspring of mice in the experimental diet
condition did have different coat colour
compared with the offspring in the con-
trol condition (see upper portion of fig 1).
So, a was related to c. They also showed
that the degree of methylation was
related to both coat colour—that is, b
was related to c; and they showed that the
dietary condition was associated with the
degree of methylation—that is, a was
related to b. Finally, they showed (see
lower part of fig 1) that when methyla-
tion was entered into a regression model
in which diet had predicted coat colour,
the relation between diet and coat colour
almost entirely vanished. In other words,
methylation almost entirely explained the
relation between diet and coat colour.
Because their earlier work had shown
that methylation was in the causal
chain between diet and coat colour, they

Figure 1 Methylation as a mediator between
difference in diet and coat colour of offspring.
From Waterland and colleagues.5
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concluded that the data were consistent
with the belief that methylation
accounted for, or mediated, the relation
between diet and coat colour. In the
parlance, diet had an indirect effect on coat
colour by way of methylation.

NOT SO FAST
Although all of the above may seem
relatively straightforward, not surpris-
ingly, there are potential complications.
In the above mouse example, although
the researchers were very confident that
methylation was the active mechanism
and had much biological evidence to
support this view, there is always the
possibility that methylation was not the
sole or even the real causative mechanism.
There still may have been some unmea-
sured mechanism, closely associated with
methylation that changed the coat colour.
Although unlikely, the possibility exists
that methylation may have been a byprod-
uct of or marker for some other unmea-
sured or as yet unknown mechanism. If
this were the case, to the extent that
methylation was strongly associated
with the real (but unidentified) mechan-
ism, it would behave statistically just
like the real mediator. Such variables are
always lurking outside our statistical
models, more dangerously so in purely
observational studies, but randomised
experiments are not entirely immune to
this problem.

A further complication is that it is not
always clear whether a variable is a
confounder or a mediator. In our exam-
ples above, age clearly could not have been
caused by the type of tobacco used, and
the mouse researchers were confident that
methylation was caused by the diet, and
in turn caused coat colour changes.
However, in at least some instances there
may be doubt or reasonable debate as to
whether a variable is in the causal path or
not. For example, shortly after completing
graduate school, I was a co-author on a
publication that examined the relation
between a set of psychosocial character-
istics and survival in men.6 Briefly, 750
middle-aged men were interviewed in a
standardised way, recorded on audio tape.
The recordings were later scored along a
number of dimensions of vocal style and
verbal content, which were categorised as
hostile, socially dominant, withdrawn
and several more. The men were then
followed for 22 years for survival status.
Among the findings was that men who
were classified as hostile tended to die
over the follow-up period at a higher rate
than men not so classified. Almost as a
matter of reflex, to demonstrate that

hostility was an ‘‘independent risk fac-
tor’’, we adjusted the survival model for a
number of background variables, includ-
ing age and traditional risk factors for the
leading cause of death, heart disease. The
traditional risk factors included serum
cholesterol, cigarette smoking, diastolic
blood pressure and age. The intent of
the adjustment was to ensure that the
observed association between the psycho-
social variables and survival was not
confounded with these additional back-
ground variables. With hindsight, let us
consider each of the adjustment variables
in the context of our confounding criteria.
If age were related to hostility, and it
often is, at least in other studies,7 it would
be a potential confounder and we would
want to adjust for it. If the relation
between hostility and survival were sub-
stantially diminished after adjusting for
age, just as in our pipe, cigar and cigarette
use example above, we would conclude
that the original, unadjusted association
between hostility and survival was an
artefact produced by the non-causal asso-
ciation between hostility and age.

As for the traditional risk factors,
cholesterol, blood pressure and cigarette
use, however, the picture may not be
quite as straightforward. Hostility has
been shown to be related to all three of
these risk factors, and each also have been
shown to be related to survival.8

However, it is possible that cholesterol,
blood pressure and cigarette use are causal
consequences of the personality trait of
hostility. Compared with their more
affable counterparts, hostile men may be
more prone to ignoring or opposing
medical advice about health habits and
thus have worse risk profiles—higher
cholesterol, higher blood pressure and
heavier cigarette smoking. In this case,
the three risk variables are part of the
causal effect of hostility on survival. If the
association between hostility and survival
is diminished after adjusting for these
three factors, we could not necessarily
conclude that the unadjusted association
between hostility and survival was an
artefact. Instead, we might conclude that
these risk factors were the mechanisms—
the mediators—by which hostility was
related to survival. Partialling out the
contribution of the risk factors would
actually underestimate the total effect of
hostility on survival. In the mouse and
coat colour experiment, this would be
analogous to concluding that the diet
manipulation was not related to coat
colour because the association disap-
peared after adjustment for methylation.

Methylation was not an artefact; it was
why the diet was related to coat colour.

Thus the critical considerations in deter-
mining the presence of confounding or
mediation, or distinguishing between the
two, are the extra-statistical arguments
regarding cause that are brought to bear
on the question at hand. Without such
knowledge, it is impossible to distinguish
between mediation and confounding. Even
when extra-statistical arguments can be
made, however, we are not always guaran-
teed to be correct about our conclusions.
With respect to confounding, unmeasured
or uncontrolled variables are always a
threat. In a randomised experiment, the
threat is relatively low, but it is not
impossible for some hidden but important
imbalance between treatment conditions to
explain the apparent success of a treat-
ment—in other words, the treatment con-
dition may be confounded with the
variables that are not reasonably balanced
across treatment conditions. The threat is
much more significant with observational
data studies, and volumes have been
devoted to the best approaches to identify-
ing confounding (see, for example, Harrell9

and Steyerberg10). With respect to media-
tion, caution also must be duly exercised in
drawing firm conclusions. Even in a well
controlled experiment, it is possible that the
putative mediator is simply a proxy for
some other mechanism. In observational
studies, particularly those which attempt to
draw inferences about mediation with cross
sectional data, this threat is quite severe.
Even when the criteria for mediation are
met and the regression model produces the
desired pattern of results, the most we can
conclude is that the data are consistent
with—or perhaps stated more precisely, the
data are not inconsistent with—mediation.
Our putative mediator may well be con-
founded with some unmeasured variable or
variables. And of course, we may simply
have the causal model all wrong. Again, in
cross sectional observational designs in
particular, we often cannot know which
direction cause is occurring, or whether
there is an unmeasured variable out there
that is a cause of one or even all of the
measured variables.

As a final note, the enterprise of
understanding causes among variables
measured in a variety of experimental
and non-experimental designs has become
extremely sophisticated in recent years
but these advanced ideas are far beyond
the scope of this short paper. For those
interested in digging deeper, Pearl’s work
on graph theory, although at times
technically daunting, has been especially
important in this area.11 For mediational

EBMH Notebook

70 EBMH August 2009 Vol 12 No 3

 on 19 January 2019 by guest. P
rotected by copyright.

http://ebm
h.bm

j.com
/

E
vid B

ased M
ental H

ealth: first published as 10.1136/ebm
h.12.3.68 on 24 July 2009. D

ow
nloaded from

 

http://ebmh.bmj.com/


analysis, although still by far the most
frequently used approach, the original
method recommended by Baron and
Kenny12 of simply adjusting for the
mediator and watching the change in
regression estimates also has evolved
considerably. As a starting point, the
interested reader might examine the work
of MacKinnon and colleagues13 14 (also see
http://www.public.asu.edu/,davidpm/ripl/
mediate.htm) and also Kraemer and collea-
gues15 to learn more.
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Et al

The articles we select for Evidence-Based
Mental Health must pass two stages: first
they must pass our basic validity criteria
and then the editors assess each article for
clinical relevance. A number of articles
meet the inclusion criteria but are not
abstracted due to lack of space. We will
highlight the most interesting of these
here and list the rest.

‘‘A gigantic asylum is a gigantic evil, and
figuratively speaking a manufactory of
chronic insanity.’’ An observation by John
Arlidge on the large psychiatric hospitals
being built in Victorian England but the
sentiment could be equally applied to the
overcrowded prisons of the 21st century.
Approximately 25% of sentenced men in
prison in the UK, and over 40% of
sentenced women, have been estimated,
using clinical criteria, to require psychiatric
treatment or further assessment. The
closure of inpatient beds, failure of com-
munity services and in the US mandatory
sentencing for drug offences have all been
implicated in the transformation of prisons
to the new asylums. It is also an interna-
tional issue (see HeadtoHead (http://blogs.
bmj.com/ebmh-talk): Welcome to the
Asylum! http://blogs.bmj.com/ebmh-talk/
2009/04/30/welcome-to-the-asylum). Re-
search on prison mental health struggles to
get into the pre-eminent journals—try
browsing Medline—but these three papers
have managed to spark some editorial inter-
est. For those who still need telling that
diversionschemesareagoodthing,thiscohort
study from Texas (Am J Psychiatry
2009;166:103–9), where they have over 100

‘‘correctional facilities’’, finds that inmates
with schizophrenia, bipolar disorder and
major depression had as much as a threefold
increase in risk of at least four incarcerations
overthe6 yearstudyperiod.Weallknowthat
suicide happens commonly in prison, with
rates in the UK at least five times that of the
general population. Paradoxically, this
review of risk factors (J Clin Psychiatry
2008;69:1721–31) finds that being married
and being employed are associated with
suicide, possibly related to having more to
lose. Untreated mental illness and alcohol
problems,seeminglyobviousbutperhapsnot
so in the prison setting, are modifiable risk
factors. So is being placed in a single cell,
althoughgiventhatmostprisonsarebursting
at theseamsI thoughtthosehadgone,along
with ‘‘doing porridge’’. The increased risk of
suicide is even greater in imprisoned adoles-
cents,ofwhichthereareabout100 000inthe
USA.Thissystematicreview(JAmAcadChild
Adolesc Psychiatry 2008;47:1010–19) com-
prising mainly US studies looked at the
prevalence of mental disorder in juveniles in
prison and found that 3% had a psychotic
illness with approximately 11% of the boys
and 29% of the girls having a major
depressive disorder.

Everybody knows that if an antidepres-
sant has not worked after a few weeks
you should up the dose. Surely that is an
evidence-based decision? Actually the
evidence is pretty weak and this rando-
mised trial (J Clin Psychiatry
2008;69:1383–92) comparing an increased
or maintained dose of duloxetine in
patients who have not improved after

6 weeks seems to confirm that it makes
little difference what you do. Having said
that, is anyone still prescribing duloxe-
tine? After receiving unflattering reviews
in both the Drug and Therapeutics Bulletin
and Prescrire International it appears that
we have an Anglo-French Accord stating
that as an antidepressant duloxetine is
singularly unimpressive.

A pharmacology question: which class
of drug developed by Smith and Kline in
the 19th century has proven popular with
politicians including JFK and Adolf Hitler?
Was commonly prescribed for asthma and
hay fever? Gee whizz, if you haven’t got it
by now here is the giveaway: these days
they are more likely to be prescribed for
narcolepsy and attention deficit hyperac-
tivity disorder (ADHD). Amphetamines
of course, and despite them being around
for over 100 years, a Cochrane review
could not find any evidence for an
effective drug or psychosocial treatment
for dependence.1 The authors of this
Swedish study (Am J Psychiatry
2009;166:103–9) think they have the
answer. Once you navigate your way past
the rat brains, cocaine and positron
emission tomography scanning in the
introduction, you will find a small rando-
mised controlled trial comparing the
opioid receptor antagonist naltrexone to
placebo with positive results. Naltrexone
is already being used for heroin and alcohol
dependence but some more trials with
larger numbers are needed to demonstrate
that it really does work for amphetamines.
Ecstasy (MDMA) is perceived as a modern
day derivative of amphetamines but has
been around for almost as long—as anyone
one who has read PG Wodehouse’s short
story Bertie Wooster finds a Rave can attest.
The third most commonly used illegal drug
in the UK, after cannabis and cocaine, there
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