Principios de Bioestatistica

Correlacdo e Regressdo Linear Simples

Enrico A. Colosimo

Departamento de Estatistica
Universidade Federal de Minas Gerais
http://www.est.ufmg.br/ enricoc



Associacao

@ Avaliar se existe associacao entre caracteristicas quantitativas é
objetivo de muitos estudos em biologia e ciéncias da satde.

@ Em geral, para estudar a associacdo entre duas varidveis, uma
amostra aleatdria é selecionada e as duas variaveis sao
observadas simultaneamente para cada individuo.

o Exemplo: Vinte e cinco pacientes sdo atendidos em uma clinica
oftalmoldgica e os seguintes valores s3o registrados para pressdo
intra-ocular (P10) e idade:



Associacao

Exemplo - Tabela de dados brutos

Individuo Idade P1O Individuo Idade PIO

1 35 15 14 55 20
2 40 17 15 57 19
3 41 16 16 58 20
4 44 18 17 59 19
5 45 15 18 60 23
6 48 19 19 60 19
7 50 19 20 61 22
8 50 18 21 63 23
9 50 17 22 65 24
10 52 16 23 67 23
11 54 19 24 71 24
12 55 18 25 7 22




Associacao

Exemplo - Diagrama de dispersao

@ Uma maneira de descrever os dados conjuntamente é através do
diagrama de dispersdo (também conhecido como scatter plot).
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Associacao

Exemplo

@ Através do diagrama de dispersdo é possivel observar que, em geral,
valores de idade mais altos sdo associados com valores de pressdao
intra-ocular mais altos (as varidveis parecem relacionadas).

o Perguntas:

e Qual o tipo da relagcdo entre as varidveis Idade e PIO?
o Qual a for¢a desta relagdo?
o Esta relagdo é estatisticamente significativa?



Associacao

Tipos de relagao

@ A relacdo entre duas varidveis quantitativas pode ser descrito como
positivo, negativo, linear e nio-linear.

@ ® ©

Figura: Tipos de relagdo entre x e y: (a) relagdo linear (/inha reta)positiva; (b)
relagdo ndo-linear negativa; (c) sem relag3o.



Associacao

Tipos de relagao

o A "forca" da relagdo se refere a proximidade dos pontos e a curva
ou a linha reta subjacente.

@ ® ©

Figura: (a) relagdo linear positiva forte; (b) relagdo linear positiva fraca; (c)
relacdo n3o-linear forte.



Coeficiente de correlacao

@ A for¢a de uma associacdo pode ser medida por um coeficiente de
correlacao.

e O coeficiente de correlacdo produto-momento é uma medida da
intensidade de associac3o linear existente entre duas varidveis
quantitativas.

@ Também é conhecido como coeficiente de correlagdo de Pearson,
pois sua férmula de célculo foi proposta por Karl Pearson em 1896.

@ O coeficiente de correlacdo de Pearson é denominado por r (em
alguns casos é chamado de p).



Coeficiente de correlacao

o O coeficiente de correlacdo pode variar entre —1 e 1.
@ Valores negativos de r indicam uma correlacdo do tipo inversa
(negativa):
e Quando x aumenta, y em média diminui (ou vice-versa).
@ Valores positivos para r ocorrem quando a correlagdo é direta
(positiva):
@ x e y variam no mesmo sentido.
o Exemplos:
o As taxas sanguineas de insulina e glicose apresentam correlagdo
negativa.
o A taxa de hormdnio glucagdnio tem correlagao positiva com a
glicemia.
o No exemplo da clinica oftamoldgica, idade e pressdo intra-ocular tém
correlagdo positiva (ainda ndo sabemos a forga desta correlagdo).



Coeficiente de correlacao

@ O valor méximo (tanto r = +1 como r = —1) é obtido quando
todos os pontos do diagrama de dispersdo estdo em uma linha reta
inclinada (correlagdo perfeita).

@ Quando n3o existe correlacdo entre x e y, os pontos se distribuem
em nuvens circulares.

@ Quando os pontos formam uma nuvem cujo eixo principal é uma
curva, o valor de r ndo mede corretamente a associagdo entre as
varidveis.
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Coeficiente de correlacao

Exemplos

r=-1 r=-08 r=-05




Coeficiente de correlacao

Calculo do coeficiente de correlacio

@ A férmula para se obter o coeficiente de correlagdo de Pearson em

uma amostra é

covyy,

r=—=
Sk X S,

o covyy = > 1, (xi —X)(yi — ¥) é a covaridncia de x e y
e s, e s, sdo os desvios-padrdes de x e y respectivamente

@ Desta forma
. i (i = X)Wy — ¥) .
Vi (6 — 2 x S0 (v — 7




Coeficiente de correlacao

Calculo do coeficiente de correlacio

Férmula alternativa para calcular r

A seguinte férmula é mais conveniente, pois exige um nimero menor de
operagdes aritméticas.
Dl XD Yi

n . .
r— Zi:l XiYi — n

e - 5] [Sr ]

@ No exemplo da clinica oftamoldgica:

L 27217 — (1372 x 486)/25 ~ 0.8448
/(77634 — 1882384/25)(9626 — 236196/25)

1



Coeficiente de correlacao

Teste de hipdteses sobre a correlagdo

@ Quando se calcula o coeficiente r em uma amostra, é necessario ter
em mente que se estd, na realidade, estimando a associacao
verdadeira entre x e y existente na populagdo.

@ A correlagdo na populacado é designada por p.

@ Para avaliar a significancia do coeficiente de correlacdo, geralmente
testa-se a hipdtes nula Hy : p = 0.

Estatistica de teste
n—2
1—1r2
t tem distribui¢do t de Student com n — 2 graus de liberdade (sob certas
suposicoes).

t=r
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Coeficiente de correlacao

Teste de hipdteses sobre a correlagdo

@ Suposicoes para realizar o teste de hipéteses:

o Tanto a varidvel x quanto a varidvel y tém distribuicdo normal.
o A relagcdo entre x e y é linear.

@ No exemplo: ao nivel de 5% de significancia, to,05.23 = 2, 069

25 -2

—0,8448, | — 22— _
feale = 0,848 [ 774 gasg2

= 7,5718 > 2,069

@ Ao nivel de 5% h3 fortes evidéncias de que p é diferente de zero.



Coeficiente de correlacao

Forca da correlacdo

@ Uma vez determinada a existéncia de correlagdo na populagio,
pode-se avalid-la qualitativamente quanto a intensidade.

|r| A correlagdo é dita
0 Nula
0/-0,3 Fraca
0,3]-10,6 Regular
0,6/ —0,9 Forte
0,9 -1 Muito forte
1 Plena ou perfeita




Coeficiente de correlacao

Cuidado na interpretacdo da correlacdo

@ E comumente encontrada uma forte relacdo positiva linear entre o
nimero de médicos em uma cidade eo niimero de mortes por ano
nessa cidade!

@ A primeira vista, podemos ser tentados a concluir que ter mais
médicos conduz a mais mortes.

@ Assim, se reduzissemos o nimero de médicos, esperariamos menos
mortes.

@ Podemos calcular correlages para qualquer par de varidveis, mas
sempre devemos ter cuidado ao assumir que uma causa variagao na
outra.

19/1



Regressao linear simples

@ O estudo da regressao aplica-se aquelas situagdes em que ha razdes
para supor uma relacdo de causa-efeito entre duas varidveis
quantitativas e se deseja expressar matematicamente essa relagdo.

o Geralmente chama-se a varidvel dependente (varidvel resposta) de Y
e a independente (fator, varidvel explicativa, covaridvel) de x.

@ O termo regressao deve-se a Sir Francis Galton, que publicou, em
1886, um artigo no qual tentou explicar por que pais de alta estatura
tinham filhos com estatura em média mais baixa do que a deles e
pais de baixa estatura tinham filhos em média mais altos.

@ Galton chamou esse fenémeno de “regressio a média”.



Regressao linear simples

@ Os objetivos do estudo da regressdo sdo:
@ Avaliar uma possivel dependéncia de Y em relacdo a x.
@ Expressar matematicamente esta relacdo por meio de uma equacio.

@ Muitas sdo as relagdes de causa e efeito que podem ser resumidas
por linhas retas, evitando-se, assim, o uso de tabelas de dados para
mostrar a relac3o.

@ A anélise de regressao linear simples é um procedimento que fornece
equacdes de linhas retas (por isso, o termo “linear” ), que descrevem
fendmenos em que hd uma varidvel independente apenas (por isso,
“simples” ).



Regressao linear simples

Equagdo da reta

@ A equacdo da reta pode ser dada por:

Y =a+ Gx,

em que
o Y: varidvel dependente
e «: coeficiente linear ou intercepto
o (3: coeficiente angular ou inclinagdo da reta (acréscimo ou
decréscimo em Y para cada acréscimo de uma unidade em x)

e x: varidvel independente
@ Outras representa¢des:

o E(Y|X =x)=a+8x

® fly|x=x = @+ Bx

N
N
-



Regressao linear simples

Equagdo da reta

o Exemplo: Suponha que o ndmero de médicos (Y') em uma clinica é
completamente determinado pelo niimero de pacientes (x), da
seguinte forma:

Y =1+ 2x,




Regressao linear simples

Obtendo a reta de regressao

@ A reta de regress3o (verdadeira) seria obtida se fossem conhecidos
os valores de x e Y para todos os individuos da populagao.

@ No entanto, o mais comum ¢é estudar a regressio entre x e Y
utilizando uma amostra da populagdo de pontos.

@ S3o calculados & e 3, que sdo estimativas de « e [3.

@ Esses valores sdo obtidos pelo Método dos Minimos Quadrados,
assim chamado porque garante que a reta obtida é aquela para a
qual se tem as menores distancias (ao quadrado) entre os valores
observados (y) e a prépria reta.



Regressao linear simples

Obtendo a reta de regressao

@ O coeficiente 3 é estimado da seguinte maneira:

B _ 27:1 (X,‘ — )_()(y,' — )_/) ou ﬁ _ 27:1 Xiyi — i Xian:1 Yi

iy (i —x)? S, a7 — e

@ O coeficiente linear o é estimado por:

a=y—px

@ ¥ e X sdo as médias amostrais de y e x.

@ A reta estimada de regressao é

\’\/:d—i—ﬁx.



Regressao linear simples

Obtendo a reta de regressao

e Exemplo: (Clinica Oftalmoldgica) Desconfia-se que a pressdo
intra-ocular é explicada (depende) da idade. Relembrando:

Individuo Idade P1O Individuo Idade PIO

1 35 15 14 55 20
2 40 17 15 57 19
3 41 16 16 58 20
4 44 18 17 59 19
5 45 15 18 60 23
6 48 19 19 60 19
7 50 19 20 61 22
8 50 18 21 63 23
9 50 17 22 65 24
10 52 16 23 67 23
11 54 19 24 71 24
12 55 18 25 7 22




Regressao linear simples

Obtendo a reta de regressio - Exemplo (Clinica Oftalmolégica)

@ A seguinte equacgdo é proposta:

PIO = a4 B X idade.

o
5o S — ZESREN 07217 - (1372)(486)/25 o
Coyr - L 77634 - 1882384/25
]
&=y — % =19,44—0,2318 x 54,88 = 6,64
]

PIO = 6,64 + 0,23 x idade.



Regressao linear simples

Obtendo a reta de regressio - Exemplo (Clinica Oftalmolégica)
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Regressao linear simples

Teste de significancia da regressao

@ A dependéncia de Y em relacdo a x é representada pelo coeficiente
@ [3 é estimado com base em uma amostra de dados.

@ Para afirmar que 3 representa uma depéndencia real de Y em
relacdo a x deve-se realizar um teste de hipdteses sobre a existéncia
de regressdo na populagdo.

@ O principal teste de interesse é verificar se x influencia na resposta,
0 que é equivalente a testar

Hy:8=0 vs H;:5#0.



Regressao linear simples

Teste de significancia da regressao

Estatistica de teste

Para testar Hy : 6 =0 vs H;: [ # 0 a estatistica de teste é dada por

em que epp é o erro padrdo do estimador B e é dado por

S D > 7
PN (=2 - X
t tem distribui¢do t de Student com n — 2 graus de liberdade (sob certas
suposicdes).




Regressao linear simples

Utilidades da reta de regressao

A reta de regressdo permite:

@ Representar a dependéncia de uma varidvel quantitativa em relagao
a outra por meio de uma equagdo simples.

@ Prever valores para a varidvel dependente Y de acordo com valores
determinados (inclusive ndo-observados) da variavel independente x.

o Isto é permitido dentro da faixa de valores estudados para x.



Regressao linear simples

Requisitos ao uso da regressao linear

Certas exigéncias devem ser satisfeitas para se realizarem inferéncias
vélidas a reta de regresséo linear (algumas se referem & estimagdo de « e
(3 e outras dizem respeito ao teste de hipdteses para 3).

@ A varidvel Y deve ter distribuicdo normal (ou aproximadamente
normal).

o Esta exigéncia ndo é necessaria para x (x é “constante” )

@ A variagdo de Y deve ser a mesma em cada valor de x
(homocedasticidade).

© Os pontos no gréfico de dispersdo devem apresentar uma tendéncia
linear.

@ Os valores de Y foram obtidos ao acaso da populagdo e sdo
independentes uns dos outros.

@ A variavel x foi medida sem erro.

Se (1), (2) e (3) forem violadas, transformagdes nos dados sdo maneiras
contornar o problema.



Regressao linear simples

Anilise de residuos

Um teste para a validade das pressuposi¢coes para a regressao pode ser
feito do seguinte modo:

© Calculam-se os residuos para cada valor de y

o Os residuos (€) representam a diferenca entre aquilo que foi
realmente observado e o que foi predito pelo modelo de regress3o:

e=—-9)

@ Desenha-se um grafico no qual os residuos s3o colocados no eixo
vertical e os valores esperados de y (§), no horizontal.



Regressao linear simples

Anilise de residuos

@ Os pontos devem ficar distribuidos de forma equilibrada acima e
abaixo de uma linha imagindaria paralela ao eixo x na altura do
residuo zero, formando uma faixa aproximadamente retangular.

@ A violacdo do pressuposto de homocedasticidade produz faixas em
forma de cone, enquanto violagdes do pressuposto de linearidade
produz faixas curvas



Regressao linear simples

Anilise de residuos
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Figura: (a) violagdo da homocedasticidade; (b) a reta ndo é a equagdo mais
adequada para descrever o fendbmeno.



